1.1 Databases

1.1.1 Authors and WBS Numbers

The authors of this section are Laura Paterno and Stan Krzywdzinski. All of the online databases will be used in conjunction with the software projects defined by WBS #1.5.6 (Controls Database) and WBS #1.5.9 (Calibration Databases).

1.1.2 Introduction

During DØ Run I, two Database Management Systems (DBMSs) were used to manage pertinent information for the online system. They include DBL3 and DEC Rdb.

 DBL3 is a CERN database product that provides keyed access to information using the ZEBRA RZ file structure. It was used for managing detector calibration and monitoring information that was stored on-line, compressed and distributed to the off-line processing cluster. This product was chosen in part because of its platform independence.

DEC Rdb
, a commercial relational DB product from Digital Equipment Corporation, was used for the Tape Log DB, and the Hardware DB.  The Tape Log DB kept track of all run, trigger, filter and raw file and tape information taken online. The Hardware DB was used in the online system to provide device access information to the front end system for control and monitoring purpose. 

1.1.3 Needs

A wide variety of information will need to be maintained during Run II. Calibration, monitoring, luminosity, run summary, trigger, filter and event information will need to be stored when data taking resumes. In addition, geometry and alignment information will also need to be stored. Access information for hardware devices, used for control and monitoring purposes, will also be needed.

1.1.3.1 Calibration databases

The Run I DBL3 calibration databases stored information for the Calorimeter, Central Tracking System, Muon System, Level Ø, etc. The largest of them was the Calorimeter database which consisted of 30 (each 300Kbyte uncompressed or 125Kbytes compressed) files. The rest were much smaller in comparison and several were barely used. They were accessed once per run for reconstruction purposes. They were all keyed by run number with a secondary key by time.

In Run II the Calorimeter will remain unchanged (except for the electronics) and the rest of the systems will either be upgraded or replaced. The Calorimeter calibration will not change but the estimated size of the Run II database is 10 times what it was for Run I. The requirements for the other databases are currently unknown.

1.1.3.2 Monitoring databases

During Run I many of the monitoring programs also stored information into DBL3 databases. These databases include the DBMON, HV, Luminosity and Run Summary databases. All of these databases will again be needed for Run II.

1.1.3.3 Controls Database (formerly Hardware DB)

In Run I the Hardware DataBase (HdB) was a single DEC RDB database (18.4 Mb). It was used in the monitoring and control of the DØ experiment. It stored all of the essential attributes of the hardware and provided CDAQ processes with the access path information required to read from or write to a device. It contained information on detector systems, low and high voltage power supplies, cryogenics and argon purity monitoring, and environmental conditioning. The database also served as the master copy of the local databases, which resided in the front-end computers. Fast access and reliability was required for this database. The kind of information stored in the Hardware Database will be needed for Run II.

1.1.3.4 Tape Log DB 

During Run I this database was a multifile DEC RDB database (446 Mb) used to store raw file, trigger, filter and begin-end run information. Information was written into it by several online processes and read by offline processes. Some form of this database will be required for Run II.

1.1.4 Requirements

Below is the list of requirements necessary for all the online databases that will be necessary for Run II.

· Be commercially supported.

· Allow automatic replication (copying) of a database across DØ supported platforms.

· Meet performance requirement needs for Run II

· On-line calibration data must be accessible no later than 5 minutes after a calibration run has finished.

· Robust and corruption free performance

· Others as we are told what they are.

· Performance must scale for the expected number of users and size of the database. It should take into account that the database may be replicated to help improve performance.

· Work in a fully-distributed, multi-platform environment

· Be standards compliant

· Must have sufficient Database administration tools to do optimization and setup of the database.

· Provide database monitoring capabilities.

Preferences

· Provide query access via the Web.

Currently, we are looking at using Oracle as the Run II database. However, this may or may not be the final solution.

1.1.5 Schedule

Once the DEC Alpha system is available in January 1998, development of the online databases can begin. In the meantime, work is going on to understand how to use Oracle. Databases and access/updating code will need to be written for all the databases required for Run II. 

The Controls Database will be the first database to be designed and implemented. This also entails writing an interface(s) capable of generating extracted forms of the Controls Database (e.g. for EPICS and other online control and monitoring tasks).

1.1.6 Resources

At least 3 core database developers/managers will be needed to implement and modify the databases required. In addition, 1 developer per database will be needed to write the software to update and access the database. An additional person per database to maintain and check the integrity of each database during its lifetime is also recommended.

1.1.7 Costs

All database software is purchased falls under WBS #1.5.1.5 (Online Software Budget). The Oracle software purchased so far for Run II cost around $22K. This includes the developer licenses and 8 concurrent user license for a DEC Alpha and some additional licenses for PCs. However, additional purchases will need to be made. At the current time the additional needs are unknown.

� DEC Rdb was purchased in 1995 by Oracle, Inc. and is now supported by them.





