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CHAPTER 1 – INTRODUCTION

In this document, we present the plan for Dzero software and computing for both  operations and upgrades for the years 2003-2008. This period covers essentially the whole of both Run 2a and 2b. The first years of the plan will be covered in the most detail. In later years, we present options for those cases where the best choice is to remain flexible to take advantage of changing hardware and lower costs.

The earlier plan for Dzero software and computing for the period up to the start of Run 2a has been successfully carried out. We are taking data, storing it, and analyzing it. The first results based on Run 2a data have been shown at conferences. This earlier plan covered the period from 1997 to the present. It included writing data to tape remote from the experiment in the Feynmann computing center, accessing the data via a Sequential Access by Metadata system (SAM), and converting our software (and physicists) from Fortran to C++. The plan also made substantial use of collaboration resources remote from Fermilab. For example, we have succeeded in generating essentially all Monte Carlo events for the experiment in off-site farms as we proposed. 

This new plan will cover both the operation of our existing system and upgrades to it necessitated by an increase in the data taking capabilities of the detector and an increase in the complexity of the events we will take. Dzero is now capable of writing the equivalent of 20 Hz DC to tape. We expect this capability to increase to the equivalent of 75 Hz DC by 2005. Simultaneously, the luminosity is expected to increase from the current value of 2 x 1031 to 5 x 1032 again by 2005, with a corresponding increase in the complexity of the events. (We have used the laboratory’s luminosity profile from Steve Holmes’ January 2002 talk to HEPAP as an input to this report.)

In the chapters that follow, we will present the details of the plan for the various components of computing and software ending with a proposed budget and summary.

CHAPTER 2 – ORGANIZATION
An organization chart for the Dzero experiment is given below. The names are current as of April 20, 2002. The Software and Computing co-heads report to the spokesmen. There are six major groups in Software and Computing: Algorithms, Infrastructure, Online, Global Systems and Production, Data Access and Data Bases, and Simulation. Note that the Online group also appears under Operations. By tradition, Online hardware has been funded by the Dzero project and has not been included in Computing and Software budgets. The heads of the six groups form the Computing Policy Board (CPB), which gives advice to the Software heads.
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Chapter 3 – Executables

3.1 - Reconstruction Program

The DØ Offline Reconstruction Program (RECO) is responsible for reconstructing objects that are used to perform all DØ physics analyses.  It is a CPU intensive program that processes either collider events recorded during online data taking or simulated events produced with the DØ Monte Carlo (MC) program.  The executable is run on the offline production farms and the results are placed into the central data storage system for further analysis.  The program uses the DØ Event Data Model (EDM) to organize the results within each event.  EDM manages information within the event in the form of chunks. The Raw Data Chunk (RDC), created either by the Level 3 trigger system or the MC, contains the raw detector signals and is the primary input to RECO.  The output from RECO is many additional chunks associated with each type of reconstructed object.  RECO is designed to produce two output formats which can be used for physics analyses, and which are optimized for size.  The Data Summary Tape (DST) contains all information necessary to perform any physics analysis, and is designed to be xx Mb per event.  The Thumbnail (TMB) contains a summary of the DST, and is designed to be xx Kb per event.  The TMB can be used directly to perform many useful analyses.  In addition, it allows the rapid development of event selection criteria that will be subsequently applied to the DST sample.

RECO is structured to reconstruct events in several hierarchical steps.  The first involves detector-specific processing.  Detector unpackers process the RDC by unpacking individual detector data blocks.  They decode the raw information, associate electronics channels with physical detector elements and apply detector specific calibration constants.  For many of the detectors, this information is then used to reconstruct cluster (for example, from the calorimeter and preshower detectors) or hit (from the tracking detectors) objects.  These objects use geometry constants to associate detector elements with physical positions in space.  The second step in RECO focuses on the output of the tracking detectors.  Hits in the silicon (SMT) and fiber tracker (CFT) detectors are used to reconstruct global tracks.  This is one of the most CPU-intensive activities of RECO, and involves running several algorithms.  The results are stored in corresponding track chunks, which are used as input to the third step of RECO, vertexing.   First, primary vertex candidates are searched for.  These vertices indicate the locations of ppbar interactions and are used in the calculation of various kinematical quantities (e.g. transverse energy).  Next, displaced secondary vertex candidates are identified.  Such vertices are associated with the decays of long-lived particles.  The results of the above algorithms are stored in vertex chunks, and are then available for the final step of RECO – particle identification.  This step produces the objects most associated with physics analyses and is essential for successful physics results.  Using a wide variety of sophisticated algorithms, information from each of the preceding reconstruction steps are combined and standard physics object candidates are created.  RECO first finds electron, photon, muon, neutrino (missing ET) and jet candidates, which are based on detector, track and vertex objects.  Next, using all previous results, candidates for heavy-quark and tau decays are identified.  Additional physics object identification is planned (e.g. Ks, , J/, W, Z, etc.) and will be added as the reconstruction algorithms become available.

RECO is developed and maintained by the DØ Algorithms group, which is composed of the detector, tracking, vertexing and Object ID sub-groups.  At this time, approximately 130 people are involved in these groups, at an estimated level of 50 FTE’s.  The program is currently organized into 36 sub-systems, which reside in about 180 individual software packages.

The current version of RECO (p10.15.01) requires about 15 seconds per event to process recently obtained collider events (on a xx MIPS machine).  This time breaks down for each major step as follows - detector: 2 seconds, tracking: 8 seconds, vertexing: 0.2 seconds, particle identification: 3 seconds.  MC studies indicate that these times will grow significantly as the instantaneous luminosity of the accelerator (and thus the number of interactions per event) increases.  For example, an increase of a factor of 14 is observed in tracking times when going from 2 to 5 interactions per event.  In addition, the current efficiency for finding tracks in busy environments (i.e. jets) is low (50 – 70%), and improving the efficiency may require more CPU time.  These issues are of significant concern, and efforts are ongoing to speed up existing algorithms and develop new, faster ones.  However, it is not yet clear how successful these developments will be.  

Because of the complexity and central importance that RECO plays in the physics program of DØ, a large number of people are involved in its development.  However, a recent polling of the various sub-groups indicated that a significant number of additional people are required to accomplish all remaining tasks.  These groups estimate that an additional 30 FTE’s are required, and based on the average level of effort current developers are able to commit to RECO, this translates into needing 78 new people, or a 60% increase over the level that is currently committed.

3.2 – Level 3

3.2.1 - Introduction and Overview of L3 Section

An L2 accept causes full readout of the event to take place. The single board computers in each front-end readout crate send their data to one of the ~100 L3 farm machines.  The two functions to be performed by the L3 system on each event are as follows: 

· Event Building: the complete raw data chunk for the event is built from the data received from the front-end readout crates.

· Event Filtering: Guided by L1/L2 trigger information:

· Perform partial unpacking/reconstruction of raw data using fast algorithms.

· Select which events should be recorded.

· Select to which (exclusive) stream each recorded event should be sent.

For the purposes of monitoring the performance of the L3 trigger the following additional actions are performed: 

· The results of the L3 event reconstruction are added to the event data structure for each recorded event.

· On a small fraction of randomly chosen "Mark and Pass" events

· the events are recorded irrespective of L3 filter decision.

· extra "debug" information is added to event data structure.

· Statistics are collected online on CPU time consumption for each tool and the pass rates for each L3 trigger.

3.2.2 - Overview of the Current Run 2a System

The boundary conditions (input/output rates and event sizes) under which the system is designed to operate are as follows:

· Input: 1 kHz at 300 kByte/event.              

· Output: around 50 Hz average, system must be able to deal with ~80 Hz peak?

The L3 farm comprises 100 * 1 GHz CPUs running Linux.  About 15 ms/event are needed for input/event building/output. Since the input rate to L3 is 1 KHz, this leaves about 75-85 ms/event for unpacking and reconstruction and filtering.  (It is probably safe to assume, on grounds of stability and efficiency of operations, that we do not want to try run the system at the very limit of its resources.)

The program that controls the running of the L3 software and determines the L3 trigger decision on each event is called Scriptrunner.   In order to save processing time only a partial reconstruction of each event is performed in L3.  Which subdetectors are unpacked and which physics objects are reconstructed in this partial event reconstruction depends on the L1/L2 trigger information. Each L2 bit that fires causes one or more L3 filter scripts to be run.  If any filter script returns .true. the event is flagged to be recorded. Each filter script consists of the logical .AND. of one or more L3 filters. Each filter requires the presence of one or more physics objects satisfying given criteria. These physics objects are produced by L3 tools that are called by the filter. Tools may themselves call other lower level tools to provide the input data they need. For example, the electron tool calls the calorimeter cluster-finding tool, which itself calls the calorimeter unpacking tool. 

The trigger list allows flexible definition of:

· which L3 filter scripts should be called on each L1/L2 trigger bit

· which filters make up each filter script

· which tools are called by each filter

· the variable parameters of each tool and filter (e.g., pt cuts, cone sizes, etc.)

A number of other features of the way L3 operates are designed to save processing time: 

· When each tool is run the results of are saved in case this tool is called again in the same event by another tool or filter.

· When a particular filter returns .false., any subsequent filters in the given script are not run (since the script will, anyway, return .false.).

Currently running online in L3 we have the following tools/filters:

· calorimeter cluster tool -> calorimeter unpack

· jet filter -> jet tool -> calorimeter cluster tool

· electron filter -> electron tool ->  calorimeter cluster tool

· tau filter ->  tau tool -> calorimeter cluster tool

· muon filter -> local muon tool -> muon unpacking tool

· global track filter -> global tracking -> smt and cft unpacking tools

A lot of effort has been devoted recently to getting "offline" quality treatment of the raw data in the unpacker tools.  For example:

· All unpackers other than calorimeter are fully dynamic (i.e., they determine the readout configuration from the data themselves). 

· Channel-by-channel treatment of thresholds and treatment of noisy channels are performed for the tracking detectors. 

· Close to offline-quality geometry is used for the tracking detectors. 

· Channel-by-channel treatment of calorimeter non-linear corrections and gains are performed. 

· Dynamic killing of hot cells in the calorimeter is performed.

In order to improve the Et resolution in the calorimeter, we are hoping to have certified for online use in the next few weeks a tracking-based tool to find the z coordinate of the primary vertex.

 Many other tools and filters will become available online on a somewhat longer timescale.  These include:

· hit-based primary vertex tool  

· cft-only tracking tool

· missing E_T tool

· cps and fps cluster finding and unpacking tools

· tools to associate objects in different detectors (e.g. track to muon)

· tool to provide b-tagging by impact parameters and displaced secondary vertices

· tools to calculate "physics" quantities (e.g., invariant mass, delta_eta)

· tools to identify physics event types (e.g., W, Z, stream definitions)

 3.2.3 - Expected evolution from now to run 2a design luminosity

Current Status

· Tevatron luminosity ~ 2 * 1031 (which is a factor of ~10 below run 2a design)

· L1 is currently limited to ~100 Hz by DAQ instability and the absence of rejection at L2.

· A consequence of this is that a rejection factor at L3 of ~5 is adequate.

· L1 calorimeter trigger instrumented only to |eta|<0.8

· No L1 track trigger and the tracking detector readout is incomplete

Steady evolution is envisaged as the luminosity increases and the L1 trigger is fully implemented. Discontinuities are most likely to come from DAQ and L2 trigger changes. As L2 slowly turns on (which is in the process of happening now) more discrimination will be needed in L3 to maintain factor 5 rejection (particularly in lepton filters). Improvement in L3 DAQ rate (which is expected to deliver ~500 Hz input rate to L3 by end May) similarly allows L1 prescales to be reduced and requires greater discrimination from L3. 

N.B. It is very difficult at the moment to say whether or not we have adequate CPU power in the L3 farm (given the low luminosity and the very incomplete nature of the detector, L1/L2 trigger systems, DAQ system, and the fact that we are currently running only a small sub-set of the finally envisaged L3 tools, filters and monitoring). The hope is that we shall have a much better measurement of our CPU needs by mid-June; by then we expect to have experience of running at higher luminosity, higher DAQ rates and with a much more complete trigger list. However, a reasonable guess might be that an increase by roughly a factor of two in the CPU resources of the L3 farm will be needed to give the required performance at design luminosity.

3.2.4 - Standard certification and verification requirements

In order to ensure stability and reliability of the code in an online environment, we require the successful completion of stringent tests of performance and computing resources.  Details can be found in: 

http://www-d0.fnal.gov/computing/algorithms/level3/meetings/talks/certification.html

3.2.5 – Some open technical questions concerning tools/filters

How should L3 filter scripts be implemented in cases such as electron and muon filters, where there is a lot of redundancy in our ability to trigger?  

· Should we have many filter scripts hanging off the same L1/L2 bit?  

· Should we have a single filter script that calls a tool to give the .or. of several independent selections (and stores detailed information on how the trigger decision was arrived at in its L3PhysicsResults block).

The former solution might lead to an explosion in the number of L3 triggers needed.  In this context it is important to remember that we shall  have some parallelism at L1/L2 in our electron and muon triggers. See also the discussion on tools for physics analysis below.

How many L3 trigger names do we need?  The L3 system has been designed in such a way that the number of L3 trigger names could easily be increased beyond the currently implemented 256.  All that would be needed would be for the number of words in the itc_header reserved for this purpose to be increased.  The L3 group was working under the assumption that this flexibility was required and that no decision had been taken to fix the design to a maximum of 256. However, it appears that in several places “downstream” of L3 the number 256 has been cast in stone  (collector, datalogger, distributor, sdaq, monitoring and recovery, event catalog?)

How should we handle code to do physics event identification?  Event identification tools  (e.g., W, Z) would need to be called whenever an L3 filter script designed to pick up high pt isolated leptons passes an event. One possible way of implementing these would be for a W/Z filter to be added at the end of every such L3 filter script. The only purpose of the W/Z filter would be to call the W/Z tool. Since the results of the W/Z filter should not affect whether or not the event is recorded the W/Z filter would always return .true.  W/Z physics objects would then be available in the L3 data for the purposes of streaming and monitoring.

3.2.6 – Monitoring

A lot more work is needed in the area of monitoring/quality control/routine verification of new releases. Our principle aims are to have available:

· A standard set of checks that can be run with each new release of the L3 filter code. 

· Systematic online monitoring in the control room on a run-by-run basis of the performance of the L3 tools and filters that are running online. 

The following monitoring tools currently exist:

· L3 monitor statistics online for each run: For each filter script and each filter within that script, numbers of calls and passes are available to shift crew and archived. Information on timing and memory usage is collected online but some effort needs to be found to get this displayed in the control room.

· l3fanalyze offline: This program reads "physics_results" and "debug_info" added by L3 to the event data structure and fills this information  into a rootuple.   Each tool author is required to provide the necessary code for their tool. 

· Private offline analysis code: Individual tool/filter authors have (at the moment largely private) code/macros to produce histograms, study performance, etc, from l3fanalyze rootuple.

Work in the following areas is currently in progress:

· Defining a set of standard test samples.

· Setting up central job submission with standard trigger lists to produce rootuples.

· Defining standard (root) macros to define and display sets of reference plots.

· Making monitoring a routine control room activity for the shift crew: 

· Running l3fanalyze online as an "examine" to produce a rootuple.

· Employing root macros to read the rootuple and display a standard set of monitoring histograms for current run + comparing with reference histograms.

· Developing tools to associate physics object at different stages:  L1/L2/L3/RECO/(MC-truth). 

· Implementing shadow nodes: which would allow a subset of events to be sent to a test machine that can run development code/calibrations/trigger list (in parallel to being sent to the normal L3 farm). 

A tool is needed to provide something approaching a "bit-wise" comparison between the L3 chunk produced online and that produced by running the simulator offline.

Note: There is a significant amount of overlap here with what is needed to monitor other parts of the trigger and online system, particularly with L2.  Some of the work in progress described above has been initiated by people working primarily on L3 and some by people working primarily on L2. We are trying as much as possible to pool our limited manpower in areas of common interest. 

It is an open question whether or not we can do more sophisticated online monitoring in the L3 nodes? (L3 sees data at 1 kHz and does a pretty complete reconstruction of these data.)  For example:

· Can we collect monitoring histograms, measure trigger efficiencies?

· Can we make use of the 95% of the events that we reject?  For example: can we measure trigger turn-on curves (for L1 and L2 as well as L3) and do background studies? (Why write out events and have the huge overhead in having to run offline reconstruction and storing them permanently if they are needed for relatively simple operations that can be performed adequately in L3?  How about writing a stream with L3 reco information but no raw data, e.g. QCD low Et jet data?  The requirement that 17 different jet algorithms be run might make this a non-starter.)

Note that the best way to concatenate results from monitor processes running on each of the 100 L3 farm nodes has not been worked out yet. Such activities will require extra CPU resources at L3, but the potential return (in terms of spotting trigger problems and in saving offline resources) might make this a very cost-effective investment. This might also be the case if we find that lack of CPU power is limiting the sophistication of the event reconstruction and/or filtering that is possible in L3.

Another open question is: does L3 need a dedicated offline farm for testing/monitoring? These nodes could be used by the standard offline farm when they are not needed for dedicated L3 use.

3.2.7 – Calibration and geometry issues for L3

There is a lot of work to be done on Calibration and Geometry issues for L3 , which has barely started. As described above, we have taken the approach of implementing  "offline" quality unpacking of the raw data for L3.  Our studies showed that we needed this in order to achieve adequate performance.  This does have some consequences for complexity and execution time. We need to decide in which format should calibration and geometry data be input to L3. (At the moment each L3 subsystem handles this differently, if at all). We need to make sure the correct calibration/alignment is downloaded online? A reliable mechanism is needed for download and for keeping track of  which calibration/alignment versions were used online for which runs. At the moment we have a number of flat files containing this information for different parts of the detector, that have to be distributed to the L3 nodes.  One approach that we might adopt       is to have a master L3 configuration (flat) file that would contain the names and version numbers of all of the other calibration/geometry files.  It could contain also other information, such as the node to which L3 monitor information should be sent, which currently resides (somewhat inappropriately) in the trigger list.  Such information cannot be put into an RCP file, because it cannot be tied to a particular release. The master L3 configuration file would be logged in the runs database. Many of these topics are issues for other parts of the trigger and for individual subdetector groups. Common solutions are clearly desirable and some discussions in the D0 online group as a whole have started.

3.2.8 - L3 interaction with the trigger database

The trigger database allows:

· L3 tools, filters and filter scripts to be defined along with their status (e.g., current, future) and their input parameters (names, types, defaults, allowed ranges), 

· triggers to be defined consisting of L1/L2/L3 terms and the relevant parameters,

· trigger lists to be defined,

· easy user access to official trigger lists and detailed information on specific triggers.

The current limitations are as follows.  Because the L3 system is not allowed to interact directly with

the database, it uses flat files (tools.rcp, filters.rcp) that contain lists of the available tools and filters, defines their status and defines their input parameters.  This is OK, but currently these files cannot be generated automatically from the trigger database. These files are also tied to a code release, which is probably not what we ultimately want. Note that only triggermeister has write access to the trigger database.  In the official area for triggers that are actually run online this is probably as it should be.  However, we really need a users' area for tool

authors/physics groups to develop and test new tools, triggers and lists.  This was part of the database specification and the project will not be finished until this is provided.

3.2.9 - Streaming infrastructure

Some of the basic infrastructure for L3 to define more than one output stream exists and it has been been tested online that the data logger correctly produces more than one output stream.  However, full implementation of the complete scheme needs more work.  Work towards developing the algorithms that will be used define the streams is described elsewhere in this report. 

3.2.10  - Monte Carlo simulation

    - The basic L3 simulator is described in the Trigger Simulator chapter.

    (But see next section.)  

3.2.11 - Tools for analyzing trigger performance

Many of the challenges here are common to the trigger system as a whole.  The L3 group will need to find a significant amount of manpower to contribute ideas and solutions to these challenges,  but this will be an important issue for trigger group and D0 as a whole.  At the moment it is hard to do more than give examples of the kinds of things people will need to be able to do to study the trigger performance.  (Obviously there is a lot of overlap with the section on "monitoring" above.)   

In discussing tools, it might be useful to consider the needs of  three groups of users: 

1) L3 experts (e.g., tool authors). For example, in order to verify the online filter results by running the simulator on real data one has to take into account the fact that simultaneous multiple runs mean that there is not a one-to-one correspondence between the trigger list and trigger bits.  At the moment this is extremely inconvenient. See, e.g., 

http://www-d0.fnal.gov/computing/algorithms/level3/meetings/talks/yann_270202.ps.gz, 

It requires a lot of "by hand" interventions to the level.sim file even to analyze a single run.  It is impossible to analyse more data from more than one run in the same job at the moment. This has to improve soon!

2) Expert physics analysis users.  The most demanding physics analyses in terms of understanding trigger efficiencies will require a high level of expertise. The upgraded D0 detector provides a high degree of redundancy for triggering on electrons, muons, taus, etc.  The L3 (and other levels) triggers will be designed to make maximum use of this redundancy to maximise the efficiencies and the accuracy with which they can be determined.  Understanding all this at the level of physics, algorithm and detector performance will be complicated enough!  The L3 algorithms group will have a responsibility to minimise the additional technical hurdles that users have to overcome by providing tools to access detailed information about the L3 trigger decision. 

3) General physics analysis users.  For more general users we need to ask ourselves the question: How do we make their lives as simple as possible? Many analyses do not require a high precision for trigger efficiencies and cannot afford the overhead in understanding the fine details of exactly how the trigger works and how it varies with time.  Physicists doing these analyses need to be provided with simple to use tools.  For example: How to use the "recommended", "best", "simplest", "most robust", single electron trigger.  This probably needs to encompass L1/L2/L3.  We shall have to handle for the user variations of the trigger definitions with time and provide tools to help the user make efficiency/background estimates. We need to understand how to generate Monte Carlo samples that give as accurate as possible luminosity-weighted simulation of actual L3 performance?

3.2.12 – Thumbnail

A design for the information to be stored in L3 part of the thumbnail was put together ~2 years ago.  This needs to be re-visited in the light of recent experience and changing attitudes to how large the thumbnail is allowed to be and what sort of analysis it should be used for.  In common with the rest of the trigger, no code to implement the thumbnail has been written. 

3.2.13 -  Documentation

An L3 algorithms web site is maintained at: http://www-d0.fnal.gov/computing/algorithms/level3/home.html.  Minutes of meetings with electronic copies of all talks given are kept up-to-date.  However, much of the documentation of central L3 infrastructure and individual filters/tools is out of date or missing.  The documentation urgently needs work.

3.2.14 - Summary of areas where extra manpower is needed

It is in the provision of central L3 software (code management, infrastructure, tools) that we have most urgent need for additional manpower. 

       Topic                      
FTE currently active         
extra FTE  needed     

 Scriptrunner + central
          1.0



1.5

 L3 code infrastructure,

 release management

Streaming 

                        -                 


0.5

Monitoring/Quality control:

    * quality control macros          
-


            0.5

    * migration to online             
-                 


0.5 

    * "bit-wise" on/offline check     
-                 


0.5

Calibration/alignment

    technical infrastructure          
-                 


1.0

Development of "user" and 

  "physics analysis" tools:         
-                

          >1.0

L3 thumbnail                      

-                 


0.5

Such work clearly qualifies as a "service" contribution to D0. Groups that have new students or postdocs might consider steering them in one of these directions.  Although rather technical, some of these projects would be an excellent way to learn about all parts of the D0 detector and the identification of the different types of physics objects, and would be an excellent preparation for physics analysis. Similarly, new groups seeking to join D0 might be asked to make a contribution in these areas.

Code exists and is reasonably well tested to unpack the data for most of the individual subdetectors.  However, work will be needed for all subdetectors to handle the calibration/alignment issues discussed above.  A lot of excellent and productive work is going on in the development of individual physics tools and filters.  Of course, new people are always needed to join this effort, particularly as several authors of important code have moved on (to other activities in D0, or have left D0). A specific area where extra help could be used at the moment is in testing/developing the hit-based primary vertex tool, which exists but has not been confronted with real data to any degree. 

3.2.15 - Run 2b Upgrades

The boundary conditions are that the system has to be able to deal with an input rate of 1.5 kHz? at 500 kByte/event? With an output rate of around 100 Hz? 

All of the above certainly depends on the physics aims we are aspiring to for run 2b in addition to the delivered luminosity. Do we have a clear statement of physics aims in this document (or elsewhere) for run 2b?  For example, are we explicit about giving up on, or     definitely wanting to continue to be able to do, B physics, W (!) physics (other than as a calibration source)?  

The absolute maximum rate for the DAQ is 1.8 kHz, limited by the calorimeter ADC's.  However, achieving that rate would require reorganizing, for example, the muon readout. This would be a significant amount of work and may raise some serious technical issues, although it is believed to be possible.  The detector occupancy in run 2b will be high and it may be that digitization time will contribute significantly to deadtime.  Is the estimate of 500 kB at 1.5 kHz giving a 5% deadtime accurate?  The output rate depends on how much money we are able/prepared to spend on tape in addition to the physics we are hoping to do.

Farm hardware:

Almost certainly the L3 farm will need a rather substantial upgrade.  But estimating by how much is not possible until the boundary conditions are better defined.

Filter Software:

Presumably much of the detector and physics understanding that will have been developed for run 2a will be applicable to run 2b! Obviously, tuning/optimisation of algorithms and thresholds will need to be done to fit within the logistical constraints and the physics aims.

3.3 – Monte Carlo

3.3.1 - Introduction

The generation of Monte Carlo events in D( involves multiple stages and many executables.  To integrate all processes it was decided early on that all programs will use the D( event data model (EDM) to carry data in memory and the D( object model (D( OM) to store persistent event data.  In addition, all code was to be organized in independent packages running in a standard D( framework.  A major implication of these decisions is that the code must be written in C++, or at the very least embedded in C++ driving routines.

The first step in Monte Carlo event generation involves the simulation of a physical process, a (( collision producing a particular final state.  Quite a few programs exist that do this and the challenge is to ensure that any of them can be used in D( simulation.  Almost all existing event generator programs have been written in Fortran.  Fortunately, the FNAL CD division maintains code (StdHep) to store the output of the most commonly used in a standard common block format.  So all D( needed to do is write a C++ wrapper that converts the StdHep Fortran format to C++ classes that satisfy the EDM requirements.  The available generators and the wrapper are described in section 3.3.2.

After simulating a reaction the next step is to trace the particles through the D( detector, find where they intersect active areas and simulate their energy deposition and secondary interactions.  For this D( uses the CERN program Geant v3.21, which is also written in Fortran.  A C++ wrapper is used to read files produced by the event  generators, and  to write out the output of Geant in D( OM format, see section 1.3.2.  All subsequent steps in the event simulation are handled by programs written almost entirely in C++.

After tracing the particles from the simulated reaction through the energy deposition needs to be converted to the form that the real data takes when processed through the D( electronics.  One also needs to include detector inefficiencies, noise (from the detector and electronic readout), and to take into account the fact that more than one interaction may occur during a beam crossing.  Furthermore, some portions of the detector (like the calorimeter) remain sensitive to interactions over a period of time that includes more than one beam crossing.  All these effects are handled by the D0Sim program (section 1.3.3).  In addition to simulating the data readout electronics, it is also necessary to simulate the trigger electronics and the effects of the trigger on data selection.  This is taken care of by a separate program, D0Trigsim (1.3.4).  The program D0TrigSim contains simulation code only for the level 1 trigger.  The level 2 and level 3 triggers consist of filtering code running on processors specially designed for this purpose, and thus the same code running in the level 2 and level 3 processors runs in D0TrigSim.  The output of D0Sim and D0TrigSim is in the same format as the data recorded by the D( data acquisition system, but contains additional Monte Carlo information to make it possible to correlate detector information with the original generator information.

The Monte Carlo generated events, after going through the detector simulation, can be processed through all the offline data reduction programs.  Processing the Monte Carlo generated events through the whole chain of programs performs three critical functions.

· Provide well understood input data for offline code development

· Provide simulated data from interesting physics final states to develop analysis and compare them with real data

· Provide input for tuning the parametrized Monte Carlo simulation program.

Processing a Monte Carlo event through the whole chain is CPU intensive, requires a great deal of bookkeeping, and is not ideal for studies where one wants to generate many sets of events with small variations in an underlying physics model.  To address this problem a parametrized Monte Carlo simulation program (PMCS) is being developed (section 1.4) that bypasses the whole chain after event generation.  Instead it tries to reproduce directly the data in a format used for physics analysis (thumbnail, section??) starting from the event generator output.

3.3.2 - Event Generators

C++ Wrapper

Event generators are incorporated into the D( software by means of C++ wrapper.  This wrapper consists of a set of container classes that carry event information (like production and decay vertices, particles, and physical process) plus a set of processing classes that call the appropriate subroutines for a given generator and the subroutine translating the event data from StdHep format to D( format.

The event generator data for one event is stored using one class, which in turn uses STL (Standard Template Library) containers of instances of a particle and a vertex class.  This structure makes it easy to store separately the information from all interactions in one beam crossing.  The information is written out to files using the standard D( I/O.  The files in this format can be used to provide input data to either the full detector simulation, or to the parametrized Monte Carlo simulator.

Generator executables

A fair number of executables are available for generating Monte Carlo events.  There are executables for general physics Monte Carlo programs, specialized programs, and special purpose programs.

The available general physics programs are:

· MCherwig.x: Generates events using the HERWIG event generator

· MCisagen.x: Generates events using the ISAJET event generator

· Mcpythia.x: Generates events using the PYTHIA event generator

· MCComphep.x: Reads the output of Comphep program (used to generate the basic reaction at the parton level) and uses phthia to do subsequent QCD evolution and hadronization.

Specialized programs:

· MCpompyt.x: Ingelman-Schlein model implemented in Pythia for description of hard diffractive events

· MCpomwig.x: Ingelman-Schlein model implemented in Herwig for description of hard diffractive events

· MCscipyt.x: Implementation of soft color model in Pythia

· MCvecbos.x: Generates W+jets events at the parton level using the VECBOS program

· MChervec.x: Reads the output from MCvecbos.x, uses the HERWIG program to do QCD evolution and hadron fragmentation.

Special purpose programs:

· MCSingle.x:  Generates single particle events uniformly distributed in phase space

· MCCosmic.x: Generates single muon events distributed as expected from cosmic rays

· MCbyHand.x: Makes events as specified by the user.  Can be given output of MCSingle.x or MCCosmic.x program

· MCstdhep.x: Reads any file of events in FNAL stdhep format and converts it to D( format.

3.3.3 - Full Detector Simulation

The full detector simulation is handled by 3 programs:

· d0gstar: uses the CERN program Geant v3.xx to trace particles through the detector and calculate energy deposition at various stages, 1.3.2.

· D0Sim: converts the output data from d0gstar.x to the same format as the electronic output from the detector, adds the effects of electronic noise and inefficiency, merges events to simulate multiple interactions, 1.3.3

· D0TrigSim: simulates the output data from trigger framework, 1.3.4.

There is an additional program, D0Raw2Sim, that is used to convert real detector data to a format suitable for merging with Monte Carlo data, 1.3.3.

The Monte Carlo data processed through these programs can then be processed through the chain of offline programs just as if it were real data.

Particle Tracing and Energy Deposition

Use of Geant

Particles from (( interaction and its vertex are generated at previous stage with an event generator.  Secondary particles from heavy quark decays and their vertices are also generated at the stage.  The program d0gstar traces these particles from the generated vertices through the D( detector and outputs hits (energy deposit) in each detector using the CERN program GEANT 3.21.  Decays of particles that occur inside the active areas of the detector (i.e. between the beam pipe and the outermost muon chamber) are handled by GEANT.

The geometry description of the D( detector is fairly complete in d0gstar.

In the central region, implemented are a beryllium beam pipe, the silicon detector (SMT) and the central fiber tracker (CFT) in a 2 tesla solenoidal field.  Behind CFT there are a super-conducting solenoid, the central preshower (CPS), the central liquid argon uranium calorimeter (CC) in a cryostat vessel, and the wide angle muon system (WAMUS).  The WAMUS consists of three stations (A,B,C) of drift tubes (PDT).  The stations A and B-C are intervened by an iron toroid.  There is a central muon scintillator layer in the A station right behind the solenoid.

In the forward region behind SMT and CFT, implemented are the forward preshower (FPS), the endcap liquid argon uranium calorimeter (EC) in the endcap cryostat vessel, the forward muon system (FAMUS).  The FAMUS consists of three stations (A,B,C) of mini drift tubes (MDT) and the scintillator pixel counters.  The stations A and B-C are intervened by an iron toroid.  Also, there is a luminosity monitor (LUMI) in front of EC.  Behind EC, a shielding structure and a low beta quadropole magnet are implemented.  In the very forward region, stations of the forward proton detectors (FPD) are also implemented.

The massless gap detector and the inter cryostat detector (ICD) are implemented in the transition region between the central and endcap calorimeters.

In order to simulate photon conversions and secondary interactions in front of the calorimeter, mechanical support structure, cables and electronics in SMT and CFT are implemented in detail.

There are two options for implementation of the calorimeter geometry.  The default option is a plate level geometry, i.e., it describes layers of uranium plate and G10 board in liquid argon in the cryostat vessel.  An optional model uses a simplified structure, i.e., a large volume represents mixture of uranium plate, G10 board and liquid argon and the whole calorimeter is built of those large volumes.  This option provides faster processing speed with a limited accuracy in simulated calorimeter response.

All the geometrical parameters are defined in a set of ASCII files, called tz files.  A set of parameters in fz file consists of a key word followed by parameters.  A key word defines a GEANT operation (or a set of operations), i.e. GEANT subroutine call(s).  The associated parameters define the name and shape of the volume and its size following the GEANT convention.  Similarly, a key word POS followed by parameters positions a volume.  The tz files also include definition of materials and GEANT hits.  In order to access the tz files, d0gstar uses the TZ package in the CERN program ZEBRA.  The TZ package reads tz files and stores the contents in the files in ZEBRA banks.

d0gstar produces two types of hits.

The first type is for tracking detectors.  A tracker hit includes coordinates of every particle at both entrance and exit of a sensitive volume, time of flight from the primary vertex, and energy deposit in the volume.  Particle code and a reference to a parent particle are also included.  Every time a particle traverses a sensitive volume of a tracking detector, GEANT stores a hit in its internal ZEBRA bank.  Examples of such sensitive volumes are – a box-shape volume for a silicon wafer in the SMT barrel, a toroidal-shape volume for a wedge in the SMT disk, a tube(cylinder)-shape volume for a layer of fibers in the CFT, and a box-shape volume for the WAMUS PDT gas volume, etc.  All sensitive volumes are placed at idealized positions, i.e., no misalignment is included.  Small displacement from an idealized position can be introduced during the digitization phase.  More details of sensitive volumes and hits for every detector may be found in the following digitization section.

The second type of hit is for calorimeter.  A calorimeter hit is sum of energy deposit by all particles in a readout cell.  For the plate level geometry, it keeps only energy deposit in liquid argon gaps in the calorimeter.  For the mixture geometry, it sums up all energy deposit in a volume corresponding to a readout cell, including those in uranium absorbers and G10 boards, in addition to in liquid argon.

A default magnetic field in d0gstar uses the D( RunII field map.  Polarity of the solenoidal and toroidal fields can be chosen by a run time parameter in d0gstar.  In addition to the default field, d0gstar has options to use older field maps, including a uniform field in the tracker volume.

d0gstar uses standard physics processes provided by GEANT during particle tracing.  Hadron shower simulation uses GHEISHA.  It has reproduced the e/pi response of a test beam data better than GCALOR and other generators.  The energy cutoff parameters during particle tracing are 10KeV for photons and electrons, and 1MeV for charged and neutral hadrons.  The low cutoff energy of 10KeV for electrons and photons allows production of low energy delta rays in the tracking detector and wider transverse shower shape of showers in the calorimeter.

C++ Wrapper

d0gstar was originally written as a standalone Fortran program to run GEANT for the D( RunII detector simulation.  In order to operate the program in the D( RunII software frameword, d0gstar has been wrapped with a C++ program.  The wrapper accesses a generated event, i.e., generated primary vertex, short decay vertices and generated particles, in the D( EDM, and transfers them to the GEANT particle bank for tracing particles in the D( detector.  GEANT hits are stored in the internal GEANT hit bank until all the particles have been traced.  After the particle tracing is done, the wrapper program fetches hits from GEANT and puts them in separate D( EDM objects for each detector (Hit Chunks).  All initial particles used in the GEANT simulation and additional secondary particles produced in the tracking volume are fetched from the GEANT bnak and stored in the event object.

The executable of d0gstar (d0gstar2.x) includes standard i/o packages for reading and writing events with D0OM.  The input and output files are defined in RCP files for the input and output packages, respectively. 

All control parameters for GEANT are defined in an ASCII file in CERN’s FFREAD format.  All parameters for the detector geometry and definition of hits are defined in a set of ASCII parameter files (tz files).

The d0gstar program for run 2a is basically complete.  A slightly modified version needs to be coded for run 2b, mainly to implement a different SMT detector.

Main output from d0gstar is a set of Hit Chunks and an Event Chunk.  Current d0gstar uses GEANT3 for particle tracing.  A new particle tracing software GEANT4 has been developed by the GEANT4 collaboration.  Since the program is new, physics processes in GEANT4 require further improvement and verification with beam data.  Once all the physics processes are verified, it is conceivable that d0gstar may be replaced with a new GEANT4 based program, and the new program will produce the same set of output Chunks as d0gstar does.

Multiple Interactions and Digitization

Introduction

After generated events have been processed through Geant, the Monte Carlo data needs to be converted to the same format as that of real data (Raw Data).  At the same time, one needs to add the effects of the electronic readout (inefficiencies, noise, energy resolution, time resolution) and multiple interactions.  The conversion of Geant output to Raw Data is done by the program D0Sim.  This program consists of a set of packages that do the digitization for each subdetector component and a package (Pileup) that merges events to simulate multiple interactions.  Multiple interactions can be simulated by merging two or more Monte Carlo events (1) or by merging a Monte Carlo event with a real event (2).  The merging of data occurs before conversion to Raw Data format, so to facilitate option (2) the real data is processed through a program D0Raw2Sim that converts it first to a format similar to the Geant output.

Pileup Package

The pileup package simulates the effect of multiple interactions and pileup from beam crossing other than the hard scatter crossing.  In order to simulate as closely as possible those effects, it merges physics events with overlay events at the GEANT hit level so that the pileup effects are taken into account before digitization.

Most D( subdetectors have a fast response are are not sensitive to other crossings, so one only has to simulate the effect of multiple interactions.  The calorimeter, on the other hand, has a rather long shaping time (of order 350 ns) with a slow decay of the signal (of order 2 (s).  Hence, one has to simulate the effect of pileup from previous beam crossings.

Usually the pileup package is run for a given luminosity.  Pileup uses Poisson statistics to draw the number of minimum bias events for each relevant beam crossing.  This information is kept in the event.  Then, pileup merges the informations from the hard scatter event and minimum bias events as follows:

· The MC generator (particles and vertices) information from that hard scatter event is merged with the one from the minimum bias events from the same crossing, changing indices and numbering to maintain consistency.

· For all detectors but the calorimeter, the GEANT hit list of the hard scatter event and the minimum bias events from the same crossing are merged.  Again, one has to change indices and numbering of hits.

· The electronic signal of the calorimeter has been modeled.  It has been used to determine the relative contributions of other beam crossings, i.e., energies in the calorimeter’s cells are added with a weight that depends on the beam crossing of the minimum bias event.  In the Run IIa configuration (with 397 ns bunch spacing), the calorimeter is sensitive to the four previous crossings.  In the Run IIb configuration (with 132 ns bunch spacing), the calorimeter is sensitive to the 12 previous crossings and the two crossings after the hard scatter crossing.  One has also to take into account the superbunch structure since there are crossings with no anti-proton (and possibly no proton) bunch.  The energy deposits of each MC particle are added cell by cell.  In addition, the electronic and uranium noise is simulated
.  The pileup package also simulates the calorimeter trigger towers.  Since the electronic shaping is much more aggressive in this case, they only receive contributions from the event in time with the hard scatter event.

· If the events to be overlaid are zero bias
 events from real data, the procedure is different:  exactly one zero bias event is overlaid, since this should take into account multiple interactions, pileup and noise.

Silicon Microstrip Packages

The simulation of the SMT response implemented in smtdigi package is based on the model of the diffusion of the charge deposited by a particle in the detector sensitive volume.  The charge deposition in silicon is simulated in the d0gstar via the explicit generation of delta-rays that results in the Landau distribution of the deposited energy.  The total deposited energy is converted into the numbers of electron-hole pairs using a coefficient c=2.778X10**8 GeV(-1).

The detector response is simulated in two steps:

1. the transport of the mobile charge created by a aprticle along the trajectory in the operational electrical field of the detector towards the readout surface and its collection on the strips;

2. redistribution of the collected charge between the strips to account for the inter-strip and capacitance coupling.  At the first step, the effects related to the presence of the magnetic field are taken into account.

The initial information relevant for digitization procedure is the coordinates of the entry and exit points, the energy deposit in the detector and the time-of-flight.  This information is obtained from the SimSMTHit chunk.  The driver routine loops over all hits of five hit collections (hit collection corresponds to the type of the detector –3-, 6-, 9- chip ladders and F-, H-disk wedges) which have arrival time within the integration time-gate calling the methods performing the specific steps of digitization procedure.  The result of the digitization for each hit is accumulated in the pulse-height vector.  Once all hits belonging to one side of the ladder or wedge are digitized, the analog entries in charge units are converted into ADC counts and the SmtData chunk is created containing the list of strips and corresponding pulse-heights for this detector.

Since the dimensions of the readout volume of the detector are not identical to the dimensions of the active volume, the method is implemented to perform a check whether a hit provided by the chunk is within the readout volume.  Hits found outside of this volume are not passed for further processing.

Several methods are implemented to simulate various kinds of noise during the regular operating of the detector.  The electronic noise of the first type is added to the readout strips after all hits in the detector have been digitized.  This noise is inserted into the pulse-height vector only for those detectors which were hit.  It is proportional to the strip length, strip capacitance to the detector backplane and to the neighbour strips.  Only one neighbour on each side is taken into account.  The capacitance values are extracted from the readout electronics noise parametrization and the silicon detector prototype studies.

The second type of noise is intended to reproduce the average random noise of the silicon detector.  It is simulated for every strip of SMT as a gaussian distribution with the width defined by the corresponding RCP parameter.  Its nominal value is based on the average noise measured in readall mode of the SVX chip without the beam, and is equal to 2 ADC.

To simulate the dead and noisy strips in the detector the current version of digitization creates the dead and noisy strip maps according to the average percentage of the dead/noisy strips observed in SMT.  If the strip is marked as dead the pulseheight in it is set to zero.  If the strip is tagged as noisy, its random noise is generated according to the  gaussian with a width higher than the average one.  Its typical value is 6 ADC.

The noise simulation switches and parameters as well as the diffusion model and detector operational parameters are contained in the smtdigi package RCP file. 

Central Fiber Tracker Packages

This package converts the hit positions and energy deposition on a central fiber detector layer into a list of fiber hits and the appropriate light from the VLPC in ADC counts.  It also produces the list of Monte Carlo tracks that produced the hits with association to the 

hits.  

The two basic units of the code are the CFTFiberSimulator and the CFTReadout Simulator.  The CFTFiberSimulator and the CFTReadoutSimulator.  The CFTFiberSimulator is responsible for determining which CFT fiber is hit and how much energy id deposited by each track traced by the d0gstar.  It also decides how many photons should have been emitted in each of the fibers, takes into account the geometrical acceptance and light-transmission efficiency, and calculates the propagation times for those photons that actually reach the end of the clear fiber waveguides that conduct the output light from the CFT to the VLPCs on the platform.  The primary function of the Readout Simulator is to act as the VLPC and subsequent electronics which convert the input list of photons into electronic signals and eventually, into the number of bits fired on the 8-bit ADCs which serve as the readout.

Currently, the CFT digitization only has two parameters:

1. ADC threshold:  defines a low cut-off for how much energy is required to 

``fire” a CFT fiber.  The default value of 5.0 is a very small energy.

2. MC control:  allows the user to choose whether to consider the energy deposition of all Monte Carlo particles to ignore energy from secondary particles like delta rays which have been generated by d0star.

The path length of each MC track through the fiber is calculated using the geometry of each fiber, and the fractional dE/dx is used to generate photons which are propagated in the fiber.

Conversion of the photon list to electrical signals is done by the CFTReadout-Simulator.  Here, the number of photo-electrons and the subsequent avalanche are generated by using standard VLPC parameters.  A quantum efficiency of 0.7 is assumed for the VLPC; the gain is set to 40,000.  As the electrical signals arrive at the readout electronics, they are submitted first to the SIFT discriminator, which effectively acts as a gate for feeding charge to the SVX chip that performs the digitization.  This gate is simulated assuming a linear turn-on and turn-off from full efficiency.  The rise and fall times are rather short.  This efficiency function is applied to the arrival times of the photo-electrons.  ``Fractional photons” are counted for those that arrive during the transition times.  (In reality, the VLPC output charge is only calculated for those photons which arrive during the SIFT gate; logically the gain step happens earlier in time, so it’s described that way here).  The ADC values are generated assuming one bit equals 1.7fc.

To overlay raw data hits from zero-bias events in order to simulate the noise and underlying occupancy in the detector, a scheme was developed to insert true raw data hits into the CFT Monte Carlo stream.  It consists of a package that inserts real data hits with coded information into the SFTSimHitChunk, making fake GEANT hits in the process.  The real hit fiber information and ADC counts are coded into the position information of the hit.  This package is part of the D0Raw2Sim program.

Special switches in the digitization code recognize the presence of a coded real data hit and insert it properly into the correct CFTFiberSimulator.  The CFTReadoutSimulator also adds in the appropriate previously-recorded ADC counts to whatever new energy is deposited by the rest of the MC particles in that fiber in the simulated event.

Preshower Packages

The central Preshower (CPS) Monte Carlo data output from GEANT is not directly suitable for use in the reconstruction program.  The CPS consists of three cylindrical layers of 1280 scintillating fibers of approximately triangular cross section and about 240 cm in length.  The cylinders are centered about the D( z-axis making the fibers roughly parallel to it.  In addition each strip is separated into two active elements at the detector’s midplane making a total of 7680 active elements in all.

The output from GEANT is represented as energy deposited by generated particles in a uniform scintillating cylinder 240 cm long coinciding with the position of the CPS strips and by the entry and exit points of the path where the energy was deposited in the cylinder.  The task of CPS digitization is the apportion of energy deposit in the cylinder among constituent  strips, sum over all contributions to a given strip, and make some estimate of electronic noise, crosstalk noise and variations due to photostatistics.  The framework package, cpsdigi, does this and outputs a list of responding strips accompanied by the appropriate layer number and total strip energy deposited in a form suitable for reconstruction.

To apportion the deposited GEANT energy, cpsdigi loops over all the entry-exit points, considering each separately as a line defined by the given endpoints.  Each line starts on the boundary of a strip.  To determine the exit boundary, a series of steps of decreasing size is  taken to approximate where the next strip boundary lies.  Once the second boundary is located, the energy belonging to the strip is calculated according to the fraction ofd the line’s length lying within a strip relative to the total initial length.  The process is repeated for any adjacent strips starting from the last boundary found.

In the real active material, the energy deposited in each strip is detected in the form of photons which travel either directly  from the point of origin in   the strip to the Visual Light Photon Counter (VLPC) or indirectly  by reflection at the detectors midplane.   Currently the preference is to calibrate at the VLPC end although the Run Control Parameters file (RCP) for cpsdigi can set the attenuation length and midplane reflection coefficient to simulate an effect.  Since the number of photoelectrons excited in the VLPC from a single strip is expected to be small, cpsdigi converts the GEANT energy to equivalent photoelectrons and distributes them according to a Poisson distribution.  This is also controllable through the RCP file which sets the experimental number of photoelectrons per MeV and allows an on/off toggle.

Once into the electronics part of the simulation, there is crosstalk and electronic noise to consider.  Cpsdigi adds electronic noise by throwing a gaussian of mean zero and width estimated by the equivalent of 1.5 photoelectrons.  Crosstalk is added by subtracting a given fraction (currently 3%) of a strip’s energy and adding half to each adjacent strip if it exists.  The increments and decrements are tallied separately until no strips remain and then the individual sums are combined with the strips original energy.  As usual, the whole procedure is controllable through the cpsdigi RCP file which can toggle the effects on or off and set crosstalk fractions and standard deviations for the noise gaussian.  

The processing order of the extra simulations is crosstalk, photostatistics and electronic noise for all calculations that are toggled on.  The final output of cpsdigi consists of a list of strip, layer energy (GeV) triplets for which a threshold set in the RCP has been set.

Output from cpsdigi was initially designed for direct input to CPS reconstruction, but in all current releases, it must now be merged in an output form used by the real D( detector electronics (RawDataChunk).  The CPS portion is managed through the framework package, cps_unpdata..  For Monte Carlo, the currently used map from CPS strips and layers to hardware is arbitrary as the real hardware map was unknown at the start of Monte Carlo processing.  In addition this map is interweaved with the central Fiber Tracking (CFT) and Forward Preshower (FPS), hence the production of CPS Monte Carlo further requires the integrating package, ft_unpdata, capable of merging CFT, CPS and FPS data when more than one type exists.

Unpacking CPS MC from the RawDataChunk format can be done by a standalone cps_unpdata.  It toggles between MC and real data by looking at the history chunck in the input file.  Except for the quantization introduced by transformation to and from ADC counts in RawDataChunk with a range of 0 to 255, it reproduces the original cpsdigi output.

To facilitate integration of CPS Monte Carlo with realistic background data, a framework  program, cps_real2mc, exits which takes real data in the form output by cps_unpdata and converts it to a pseudo GEANT output for easier merging with MC data.  After  merging, this data is processed through the usual chain of processors consisting of cpsdigi, cps_unpdata (packed with ft_unpdata) and others resulting in a rawDataChunk which is unpackable in the usual way.  The pseudo GEANT parts of the MC are recognized in cpsdigi by a flag set the pseudo GEANT part of the data by cps_real2MC.

Since the Forward PreShower (FPS) modules are complicated geometrical objects, they cannot be precisely described in terms of the volume shapes available in GEANT.  Instead, in order to obtain a realistic description of Monte Carlo hit positions, a two-step simulation process must be used.

During the first step of the algorithm, the hits are generated in GEANT using a single-polycone shape to represent each wedge.  The approximation can cause the positions of a hit to be accurate to only within a few millimeters, and also cause fake hits in the region of space outside the fiducial FPS scintillation volume to be observed.  Subsequently, the coordinates of the track entry and exit positions are converted to the local coordinates  of a wedge using the offline reconstruction geometry package.  Here, the indices of the strips traversed by a particle (usually two adjacent strips) are reconstructed using a map made available from a look-up table.  Further, at this stage, any fake hit is filtered out.  The total energy deposited by a track is shared among the strips according to a geometrical path length ratio.  Finally, after the strip indices corresponding to a  hit have been determined, the energy in each strip is converted into ADC counts taking into account detector effects such as noise and statistical fluctuations in the number of photoelectrons.  The noise is simulated by a Gaussian distribution while the photostatistics is represented according to a Poisson distribution.  The parameters chosen to model these effects are taken from test stand studies with representative detector modules and the visible light photon counter (VLPC) readout system implemented for the FPS.

At present, the performance of the above algorithm has been studied extensively.  However, due to modifications in the FPS readout electronics, which resulted in minor changes in the hardware  map, updates to the packages are presently being made.  Once completed, the algorithm will be retested and integrated with packages existing for the Fiber Tracker and Central Preshower.

Muon System Package

The simulation package needs to convert the Geant hits information into raw data information for all muon detectors:  the Wide Angle Muon Spectrometer (WAMUS) proportional drift tubes (PDT), the central muon scintillation counters (CMSC), the Forward Angle Muon Spectrometer (FAMUS) mini drift tubes (MDT) and the scintillation pixel counters (FMSC),.  Hits that are on the same readout element have to be merged and drift times smeared by the time resolution (in the drift tubes).  The data is then converted to the same format as in the detector electronics.

For the D0Raw2Sim program, a package is provided that creates Monte Carlo hits in the muon detector based on real data.  Starting from the raw data information one can extract the drift time (drift distance) perpendicular to the wire with left-right ambiguity for both PDT and MDT detectors, the crude hit position along the wire based on delta – t for PDT, the hit coordinates from CMSC and FMSC with a rough precision since it is located at the counter center.  Since the information which is available from single detector cell raw hits is not enough to create a MC hit, one has to reconstruct tracks first and create MC hits which will have all information needed afterwards.  If one wants to perform MC hits without track reconstruction one has to assume that all hits are independent and that the particle which creates the hits comes from the origin at  coordinate (0,0,0).  Both the left-right ambiguity in proportional tubes and the exact location of the MC hit in the scintillation counter are solved randomly using uniform distribution.

3.3.4 - Trigger Simulation

The trigger simulator is described in detail in the trigger software section of this document.  This division of content is in place because the trigger simulator actually runs online code in the second and third level trigger and simulates only level 1.  Also, it is fundamental to the design of the trigger simulator to be able to run on either data or simulation.  A more accurate name fore the product would be trigger simulator and verifier.  For these reasons, the current section describes only the level 1 trigger simulation.

The simulation of the L1 trigger is divided into four separate simulation packages, one for each of:  calorimeter, muon, tracking+preshower and trigger framework.  There are three roles of the simulation at level 1.  The first is to evaluate various level 1 trigger configurations before they are used online.  The second is to aid in the understanding of current online triggers.  The third is as a conduit to level 2 and level 3 simulations.

The level 1 simulation must run in two modes.  The first is conceptually straightforward:  use front-end information stored in the RawDataChunk as input and simulate the trigger.  The second uses level 1 trigger information from the raw data and simply ``passes it through” to level 2 and level 3 without any modification beyond reformatting.  The level 2 simulation receives most of its input information directly from level 1 and so requires this pass-through functionality.  The level 3 simulation will also require some input from level 1 but only requires the level 1 trigger mask (128 bits) since it uses a separate readout.

There are two output streams from the level 1 simulation.  One output is to the RawDataChunk in the event.  The level 1 crates are filled with information and inserted into the RawDataChunk in a format which is identical to that used online.  The other output is a ROOT ntuple format.  The design of this output is to include enough information to reconstruct any trigger configuration from the ntuple regardless of input trigger list programming.

The RunIIa simulations for calorimeter and muon are considered fully functional.  They have been tested on data and MonteCarlo and direct comparisons have been made between the two.  Both require constant tuning to match the current state of the hardware.  The level 1 framework simulation is complete but has yet to be verified on real data.  The level 1 tracking+preshower simulation is still in development.  Most  functionality is implemented and tested, however no data is yet available for testing so packing and unpacking issues linger.

No formal RunIIb level 1 trigger simulation exists.  However, the design of the level 1 trigger ntuple has allowed the output of the existing simulation to be used in a very flexible way to evaluate RunIIb trigger system.

3.3.5 - Parametrized  Monte Carlo simulation

While many types of physics studies require a full simulation of the detector, one that uses GEANT software package to predict from first principals the detector’s response, others do not require this level of detail, and can benefit from the flexibility and ease-of-use of a simpler simulation.  In fact, sometimes this type of simulation  can do a better job than a full simulation.  The two most precise measurements from Run I, the measurement of the W mass and the indirect measurement of the W width, used fast simulation almost exclusively.  The results from Run I data on QCD, new particle searches, and W and Z bosons made extensive use of simple simulations that used simple parameterizations of the GEANT-based simulation or the collider data..

The Run II fast simulator (called PMCS) is based on a flexible framework, written in C++, that allows many developers to easily work on the code, and to add new fast algorithms as they are developed in the particle identification groups.  The code is divided conceptually in three tracks:  a FAST track, which takes the generator-level particles, smears them, and then produces output either in the official D( output format (``chunks”), a root-tuple, or  a root-tree; a MEDIUM track, which produces output in a format that can be fed into the higher level parts of the D( reconstruction code (jet-finding, electron finding); and a SLOW track,  which produces detailed hit information.  Currently, only the FAST track, and parts of the MEDIUM track, have been implemented.  The Run I fast simulators were FAST track type simulators.

The framework inherits from the official D( framework, and contains several packages.  There is a package for each particle type (vertex, jets, missing transverse energy, electrons, muons, taus, calorimeter, tracking, and trigger).  There are also two utility packages, one which handles different output formats (D( style chunks, root tuples, root trees) and another that sets up communication between the packages.  All of these packages exist, work, and have reasonable first pass algorithms implemented in them.

At the beginning PMCS required one full time developer per package (12 people).  Although the code is mostly in place, a substantial amount of work remains to tune parameters and make the simulated data a reasonable facsimile of the observed data.  Parameters are  tuned using the output from the reconstruction program.  Thus, they need to be updated whenever the performance of the reconstruction program changes significantly.

Once the basic smearing algorithms and parameters are established, it will require 0.25 people per package for maintenance and upgrades.

3.4 – Trigger Simulator

The design of the D0 trigger simulation reflects the structure of the D0 trigger. Since the level 1 trigger decisions are made purely in hardware and firmware these algorithms must be simulated offline. However, in levels 2 and 3 the online algorithms are written in C++. This allows the same code to be run online and in the simulation. Thus the trigger simulator is a trigger verifier and software testbed for levels 2 and 3. The purpose is not just to evaluate the effect of the algorithms on physical processes of interest but also to find flaws in coding logic, memory leaks, etc. before the software is used online. As such it is fundamental to the design of the trigger simulation that it run on both Monte Carlo and data inputs. 

The design of the trigger couples level 1 tightly to level 2 while level 3 is more independent of the rest of the trigger system. For this reason the combined level 1 and level 2 simulation has historically developed independently of the level 3 simulation. The rest of this section describes these two simulations, the executable which combines them, the interface to the executable and the future plans for the project. 

3.4.1 - Level 1 and Level 2

Every part of the level 2 system requires inputs from the level 1 simulation. However, the level 1 simulation has been described in the Monte Carlo section of this document and so will not be discussed in detail here.

Level 2 is divided into two stages: preprocessing and global. Preprocessor algorithms generally run on inputs from a single D0 subdetector providing lists of objects (eg. jets, muons) for the global stage. During the global stage cuts on these object lists and matches between subdetectors can be used to make a trigger decision. In levels 1 and 2 there are 128 trigger bits representing 128 independent trigger conditions which can be satisfied in order to pass an event to level 3.

The currently available preprocessors in the level 2 simulation are:

- calorimeter jet

- calorimeter missing Et

- calorimeter electromagnetic

- muon central

- muon forward

- central preshower

- central track trigger (silicon + fibre tracker).

The muon, electromagnetic and jet preprocessors have been tested on data. The other preprocessors have existed in the simulation for some time but are considered incomplete until they have been tested on data. The level 2 silicon track trigger simulation is also nearing completion and will soon be integrated with the rest of the level 2 software.

The global level 2 framework in the simulation is complete, allowing configuration of trigger scripts from a configuration file generated from online trigger lists. Level 2 can run in two modes, one of which ignores the content of the bits output by level 1 and one in which only scripts corresponding to passed level 1 bits are run.  Several global filters and tools also exist and have been tested extensively using Monte Carlo inputs. At the time of the writing of this document global algorithms were being run online for the first time.

3.4.2 - Level 3

The level 3 executable is described in detail elsewhere in this document. The trigger simulation merely provides and offline wrapper for the online software. The level 3 simulation does not rely on the output of level 1 and level 2 except for the 128 bit mask sent by the global level 2 decision maker. It is therefore possible to run the level 3 simulation independently of the level 1 and level 2 simulation by simply requiring level 3 to ignore the level 2 bit mask and run all scripts.

3.4.3 - D0TrigSim

The D0 trigger simulation executable which combines all three trigger levels is known as D0TrigSim. The input to D0TrigSim is any file containing a RawDataChunk (RDC). This currently includes the output of d0sim from Monte Carlo and any datafile (reconstructed or not). In the future D0Reco will not save the RDC and D0TrigSim will not be able to run on reconstructed output. There are two possible outputs from D0TrigSim: a standard output file containing a RawDataChunk or a ROOT file containing an Ntuple. The standard output file can then be processed by the D0 offline reconstruction program (reco) or by a set of packages designed to turn the output into a ROOT Ntuple. The contents of the Ntuple are designed such that, in most cases, it is possible to use saved objects to study various trigger configurations based on saved objects rather than pass/fail

rates from the bit masks alone. 

3.4.4 - Trigger Configuration

Online the D0 trigger is configured by passing a trigger list from the trigger database through the COOR software and sending it to the trigger processors. The trigger simulation should be configured in an analogous manner. A trigger list extracted from the trigger database is processed by the COORSIM software which generates a set of configuration files which configure the trigger software. Both online trigger lists and special simulation lists can be used with the trigger simulation.

3.4.5 - User Interface

The user interface to the D0TrigSim package is presented via the d0tools package. The user interface provides a familiar environment for users of the offline reconstruction package (reco) or analyze packages (reco_analyze, d0_analyze). In addition to providing a list of input files to process, the user must specify a trigger list to be used. If none is specified a default list is chosen. However, the choice of trigger list can significantly impact the relevance of the resulting output.

3.4.6 - Status and Future Plans
The first production release of the D0 trigger simulation occurred in the spring of 2001 (p06). The software has been maturing as the D0 trigger hardware has come online. With the successful commissioning of the level 2 system a new era of functionality and stability is beginning. The ability to unpack and examine data from all levels of the trigger is making the trigger simulation a valuable tool both for trigger software certification and for the understanding of physics data taken by the experiment.

The maintenance of the D0TrigSim executable is estimated at 1 FTE for the duration of RunII. This 1 FTE should ideally be derived from two people, one with special interest in the L1/L2 components of the trigger and the other with special interest in the L3 components. In addition to basic maintenance there are many new trigger simulation

projects which must be undertaken over the next five years in order to keep pace with changes in the experiment. Some of these tasks are detailed below.

The L1 simulation requires continuing effort in several areas. Since this part of the trigger software is simulation the output must be tuned to data on a continual basis. The L1 system is also likely to undergo very significant upgrades for RunIIb. This could involve

reworking several of the core L1 simulation components. For these reasons it is estimated that the L1 simulation will require the support of 0.5 FTE per subsystem plus 0.5 FTE for coordination for the duration of the project. This sums to 3 FTE for calorimeter, muon,

fibre tracker+preshower, smt, trigger framework and software management.

Assessing the effort required for L2 simulation is difficult since much of the software is shared between online and offline executables. The L2 system is not planning a serious software upgrade for RunIIb. The main effort required will be on release coordination,

infrastructure support and global algorithm coordination and integration. These three areas will require approximately 2 FTE worth of effort throughout the course of the project. Additional development of offline verification and analysis tools, etc. should account for an additional 1 FTE. Preprocessor algorithm development and maintenance

is difficult to project at this stage since it is unclear if the existing algorithms will require significant modification. Due to the large number of algorithms it would be imprudent to allocate less than 1 FTE to preprocessor algorithm maintenance.

The L3 plans and effort are detailed in the L3 section of this document.

The trigger simulation is approaching a "functionally complete" status with the p11 release. Continued maintenance, new development for RunIIb and adaptation to the changing D0 software and triggering environment will require at least 8 FTE for L1/L2 and overall D0TrigSim management. This number is conservative and is based on the assumption that most existing software components will reused until the end of the project. Should a major redesign of the simulation framework or components be required then this number would not be adequate.

CHAPTER 4 – DATA HANDLING

4.0 – Data Rates and Sizes

(This section probably is not used, or added to a general section. The table will be replaced by the one from the spreadsheet and might  be in the appendix.)

It is anticipated that the experiment will accumulate raw data at a rate of 1.9 TB per day during the run IIb period, and that simulated data will closely rival the need for storage. This assumes a Raw data rate of 75 Hz  including  detector and accelerator duty cycle.  Table 1. Summarizes the anticipated data storage requirements for data and Monte Carlo in raw and processed output formats. 

Table 1. Estimated data storage needs for Run IIb.(this table has to be taken out or replaced with whatever comes from Chip’s spreadsheet)

	
	 
	1 Day
	1 Year
	4 year total
	

	Event Rate
	75 Hz Average
	6.5M
	2.40 * 10^9
	1.00 * 10^10
	

	Raw Data Rate
	22.5 MB/s
	
	
	
	

	Raw Data 
	300 kByte/ev
	1.9 TB
	710 TB
	2.8 PB
	

	DST
	100kByte/ev
	600 GB
	240 TB
	960 TB
	

	Thumbnail
	10kByte/ev
	6GB
	24 TB
	96 TB
	

	Monte Carlo
	35 Hz
	3M
	1.0*10^9
	4.0*10^9
	

	Monte Carlo
	500kByte
	1.5 TB
	500 TB
	2.0 PB
	

	Reprocessing, etc.
	
	1.0 TB
	350 TB
	1.4 PB
	

	Total 
	
	
	1.8 PB
	7.2 PB
	


There will be a need for significant Monte Carlo data storage. With varying luminosity we may want to merge the same events with zero bias data of different luminosity. This would require keeping D0gstar output files unless we find it more cost effective to simply regenerate the events.  Unless it is more cost effective to start from scratch we will need to keep the D0Sim output which  is more manageable than the D0gstar output. We probably will want to keep MC thumbnail files on disk just like the data, but MC thumbnail events are 3-4 times larger than the data thumbnail events due to the original MC generated data included. With some effort the MC thumbnail files can be significantly compressed but they will still be at least 2 times the size of data per event. If  MC equal to  half of the  data is produced, this will at least double the amount of disk required. The amount of tape storage for Reco output might  be roughly the same per event for MC and data so we would need 50% more tapes. It is clear that not having Reco output in DST format is going to make our life difficult in some cases, but this is a compromise we may need to make.

4.1 - Overview of Data Delivery and Processing
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The general architecture of the data delivery and processing employed for Run IIa has been extremely successful and we plan to continue using it throughout the coming years. As illustrated in Figure 1, it is based on a network-centric approach and is extremely modular and scalable.  Data mover nodes have storage robot tape drives directly mounted to them, and are used to send and receive data over the network to and from the various sources and sinks. SAM stations (discussed below) provide managed groups of processor and cache disk resources that produce and consume data. The array of SAM stations includes the online data logger, the FNAL reconstruction farm,  the Central Analysis system, a large cluster of Linux desktop machines called CLuED0, several other miscellaneous analysis and calibration stations,  and network connections to remote sites through the WAN.  

4.2 – Data Handling System

The SAM (Sequential Access to data via Meta-data) data management system will continue to be used for all data  handling. SAM provides distributed data storage and access to processing and analysis clusters within the Fermilab campus and to collaborating sites throughout the world.   On compute systems or clusters where SAM is deployed,  referred to as SAM  “stations”,  management is provided in these key areas: 1) disk cache, 2) job dispatch, 3) physics group allocation of  all data and compute resources.  The system is used to catalog each data file produced by the experiment, along with the metadata that describes it. When  files are needed at a particular station, they are replicated to cache disks that are managed by the station server. Stations can take on many forms, single cpu desktops, multi-processor SMP  machines, or hundreds of linux boxes in a distributed network (farm) configuration. The SAM station server has many functions, but primarily it manages the cache, and brings processing and data resources together both temporally, and spatially. This means that a job is not allowed to run until the data needed for it has been cached, and if data pre-exists the job will be sent to the processor nearest the data. 
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The architecture of the system is illustrated in Figures 2 and 3 and a more extensive discussion can be found in [1]. The server elements which comprise each station are illustrated in Figure 1.  Cache disks over which SAM is given exclusive control are managed by the Station and cache manager.  This element starts project masters responsible for presenting data files to user processes that consume them. If the files already exist in the local cache their locations are given to the consumer and locked while being used. If the files are not present in the local cache they are brought in from other stations or  Mass Storage Systems (MSS) and replace files that are no longer needed in the local cache.  The File Storage Server (FSS) manages the storage of files. When a request to store a file to the MSS is made, the description of the file is added to the SAM metadata, and the job is placed in a queue for copy to the designated MSS.  
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SAM stations are distributed around the world, and can receive data from other stations, or  route data through other stations. Stations can also store data to local (relative to site) MSS’s or forward data through other stations for storage in remote MSS’s.  In the current architecture there are several services shared among all stations (Figure 2), these include 1) the CORBA name service, 2) the central Oracle database, 3) the global resource manager, and 4) the log server.    The name service is the “switchboard” to register and receive addresses for the entire distributed system, similar to  a DNS. The central database contains all metadata for each file registered with the system, as well as station configuration,  cache, and operational information. The global resource manager reviews all requests for all stations and optimizes file deliveries.  The log server receives logging information from all stations and records them in a central log file.  

There are currently over two dozen operational production SAM stations deployed at Fermilab and  remote institutions.  There are six major processing centers that have been using these stations for almost two years to forward Monte Carlo data to the central tape storage system at FNAL.  We anticipate the deployment to continue over the next two years when each collaborating institution  will operate one or more  SAM stations. In addition, there may be special Regional Analysis  Centers (RAC) with high speed network connections to Fermilab, and to each other, which will have  additional resources to cache and serve large quantities of data. These RAC’s will in turn provide the data to lower tier sites aligned geographically, politically, based on physics interests, or other criteria,  to share data for processing and analysis.  This is controlled by configuration information stored for each station that is effectively a “static route”, specifying from which stations it is allowed to get data files. These routes will be set up so that they first try other stations within their local domain, and then the RAC’s.  The exact details of the kinds of data sets that will be stored at each RAC are still being decided, but several options are  discussed it the D0RAC document[2].  

Figure 4. Dzero Locations where SAM Stations are deployed.
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Fermilab (5 stations)                  Batavia, IL
Imperial College  (2)                   London,UK

IN2P3                                           Lyon, France

Lancaster                                    Lancaster, UK

Munich                                        Munich, Germany

NIKHEF                                      Amsterdam, NL

Prague                                         Prague, Czech Republic

Wuppertal                                   Wuppertal, Germany

Boston University                       Boston, MA

University of Arizona                 Touscon, AZ

U. Texas, Arlington (2)              Arlington, TX

U. Oklahoma, Langston             Langston, OK

Indiana University                     Bloomington, IN

Louisiana Tech                           Ruston, LA

University of Kansas                  Lawrence, KN

Michigan State University         East Lansing, MI

Although the system is working quite effectively now, we have plans to improve and streamline the operation by the time Run IIb begins. The station Cache manager and FSS  components will be consolidated so that the FSS utilizes the general station cache. This will make the management of temporary cache used by FSS more robust and allow movement of files through the station cache in route to and from  an MSS more easily controlled. The system will move toward a much less centralized model in which  stations have  autonomy and are capable of operation without contacting the central database at Fermilab for long periods.   Each station (or possibly site) will have its own information services that track operational information for the station, such as cache history and project activity. Each sites information service will also track station activity in a way that will allow a global information service to access the activities for all stations and monitor the overall health and activity of the station network. 

This  decentralization  will remove the current single-point-of-failure inherent in the central database and greatly  improve performance of the system as it is scaled to the world at large.  It is also part of the natural progression of the system toward a “standard” Grid system. We are moving toward standard grid middle-ware wherever possible. We will soon be using components form the Globus toolkit including Grid Security Infrastructure (GSI) and GridFTP [3], and job scheduling using Condor [4]. We plan to provide standard interfaces to our data that will include those used by Storage Resource Manager (SRM) [5], a possible  emerging standard in the grid world. This will enable even non-SAM enabled users to access Dzero data by   providing a url and file name. They will be authenticated and authorized using  standard grid protocols. This compliance with standards is very important at many of our collaborating institutions, especially those where computing  resources are shared by multiple experiments.

Effectively using these resources will be the responsibility of the data handling system that will evolve into a hybrid of the current SAM and more global Grid systems.  Job definition and submission information will be sent to a grid resource broker  (sometimes called request broker) that will determine the best host(s) for each job.  Based on the resource brokers “decision” each job will be  sent to a compute system with available resources and given to the local job scheduler.  For systems under the control of SAM software, the local scheduler will be coupled to the SAM station management and the data and computing resources will be brought together to complete the task. For systems not under the control of SAM, standard Grid interfaces will be provided to dispatch the job to the local job scheduler, and bring data to the system though a Storage Resource Manager. 

4.3 Hierarchical Storage

Dzero’s data management system relies heavily on Hierarchical Storage Management (HSM) systems for tertiary storage.  The principal HSM used by SAM is Enstore [6], developed at Fermilab by  ISD, and largely influenced by Dzero requirements. Enstore is deployed at one Dzero site other than Fermilab, Lancaster University, and we encourage other Dzero collaborators to use it as needed.  In addition to the Enstore product, ISD is responsible for keeping up to date on tape and robotic technologies. They are working toward providing grid portals to mass storage, and grid batch support using Fermi Batch System ( FBS)[7].  Security  Enhancements are  planned for the system both at  administrative and file transfer levels. ISD is committed to modernize the Enstore code and technology as needs and practices evolve. They pay close attention to advances in network technology and how it affects data transfers. They continue to investigate replacing tape with disk, they have disk movers in place now and the long-term reliability of these systems are being investigated.  ISD will grow its system engineering expertise to address problems as they arise.  

ISD is working collaboratively with DESY  to provide a disk cache and buffering system  called dCache. This system  front-ends the tape system and is consistent with the Computing Divisions computing model.  We will benefit in a couple of straightforward ways by using a large disk cache managed by them in front of our tape storage. First,  they will provide interfaces to this cache through standard protocols like ftp and GridFTP.  Any SAM station will be able to access data directly from a dCache server without going through another SAM station. In this way,  the dCache servers maintained at Fermilab can be deployed to serve data to our worldwide network of stations without routing it through another Fermilab station. Secondly,  data that is being stored to tape will be available on disk for a short while for reading. Thus,  detector data on its way to tape will be available to the reconstruction farms for processing without having to read it from tape. Data coming from the farms will be available in dCache buffer for a short while to users for analysis. For a relatively small cost in hardware, this system will provide a great benefit  the Dzero data handling system.

In addition to the ISD group providing the software and support for the system at Fermilab, they also make  many other operational contributions. They coordinate all upgrades and maintenance  of the robots and drives with the robot vendors. They upgrade and maintain the Linux tape mover nodes. They manage volume preparation and insertion into the robots, and are responsible for declaring volumes to the system and keeping an up to date tape inventory.   Close collaboration between ISD and Dzero is imperative  for future operation of the Dzero storage facilities at Fermilab. 

Other HSMs have also been used with SAM including HPSS at the IN2P3 Computing Center in Lyon,  and  the system at SARA in The Netherlands. There is still work needed to generalize the SAM interfaces to these, and possibly other HSM’s . Our plan is to develop a more general interface compatible with Storage Resource Managers (SRM).

4.4 Data Handling Database Needs

Dzero relies heavily on its central Oracle database for storing event, file, processing, physics metadata and calibration information. The event catalog will continue to grow with a rate proportional to the event data taking rate of the experiment. As the online rates increase, and tape capacities and drive rates in increase, it will be natural to increase the target file size from the current 1 GB to something larger, perhaps 5 GB. This will mean that the database capacity needed to store file information will continue at the same rate even though the actual data rate increases.  Therefore the needs for the file and processing information database storage will be around 200GB/year, while the event information will grow to almost 1TB/yr when the event rate increases to 75 Hz.  The increased rates and number of sites where data is used will put a strain on the middle tier of our database architecture; the database server.

A clear plan for the deployment of calibration database servers has been laid out with the second generation server now being tested, but the data handling database information is slightly more complex. The calibration database  server includes memory and disk caching features, allows for a configurable database connection pool, and is multi-threaded to provide high performance and very high scalability. These features are needed for deployment in large farms and throughout the Dzero collaboration while maintaining a small number of Oracle instances, possibly only the one at Fermilab.  The database servers employed for the SAM system are much more complex, and the types of queries handled by them are quite difficult for which to provide meaningful caching mechanisms. Some of the other technologies used in the calibration database servers will be used, like multi-threading and multiple database connection pools.  However,  the usage of the central database for the SAM system will markedly change as the system evolves toward autonomous station servers. This will reduce the dependence on the central database for remote station operation, if not eliminating it altogether.   Therefore we believe that, while the database server capability will need to increase, they will be manageable. 

4.5- Hardware Storage Strategies and Costs

Although the constantly declining costs of disk (specifically, IDE-type disk) will undercut the price for tape during the period of  Run IIB,  the operational and deployment costs  related to disk are expected to  surpass those of tapes for some time. Tape technologies are constantly improving and the densities of data continue to increase. Dzero has good experience with two tape technologies in the current run ; STK 9940 and first generation  LTO. We will project these into Run IIB and look at possible data storage costs. 

From our discussions with ISD we  have some evidence for what the costs of drives and media  will be in 2003 based on information from our current vendors. Recent price trends have been accumulated by the Computing Division which support these numbers and are shown in the charts below (Figures 5 and 6). STK will double the capacity of is 9940 drives near the end of 2002 while maintaining the same cartridges and media with the introduction of the 9940B. They have a roadmap for a new drive technology in  2004 that will require new media, the capacity of each cartridge is not known.  IBM and other LTO consortium members plan to sell a drive in early 2003 with cartridge  capacity  of 200 GB requiring new media, and  IBM is working on a technology with 400 GB  (new media) cartridge by end of 2004. 

We can  project that storage technologies will continue along their current  declining price trends with tape capacity per cost doubling every 2  years, and  disk capacity doubling every 12 months.  Table 2 below indicates possible tape cartridge capacity and cost per GB storage. The tables begin in CY 2003 where we are reasonably confident in the numbers and project to CY 2009 assuming the capacity of cartridges doubles every 2 years, and the cost per cartridge remains constant. The Commodity Off The Shelf (COTS)  disk drive numbers assume the capacity per drive doubles every 12 months and the price per drive remains constant. 
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Figure 5. Charts showing tape and drive costing trends.  The chart on the left  shows  TB/k$ vs. time, and the one on the right is MBps/k$ vs. time.
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Figure 6. Bulk disk costing trends. The chart 

shows GB/k$ vs time.

Table 2. Cartridge/Disk capacity, tape/disk cost

	
	2003

GB      $/GB
	2005

GB      $/GB
	2007

GB       $/GB
	2009

GB       $/GB

	STK 
	120      0.65
	250     $0.30
	500       0.15
	1000      0.07

	LTO
	200      0.50
	400     $0.25
	800       0.12
	1600      0.06

	Disk (COTS)
	200      1.00
	800     $0.25
	3200     0.06
	12800    0.015


It is quite clear that the cost for bulk disk storage will be near the  that of tape  sometime  during Run IIb. The ISD group at Fermilab has spent effort trying to understand this and how disk farms might be deployed to replace tapes, and tape robots. Their experience to date indicates the  reliability of such repositories is not sufficiently high to quickly move in this direction. Also the effort involved in commissioning such disk drive facilities is still high. However, it is apparent that we will transition toward major disk storage facilities, especially for smaller files produced near the end of the detector data processing chains. As the costs of disk falls having RAID-5, or even mirrored data sets becomes reasonable. There is no question that, even near the beginning of the run when primary copies of data  still reside on tape,  files will be replicated on (SAM /GRID) caching resources at Fermilab and many remote data centers. The sum of these disk caches will represent storage in excess of the permanent tape storage supplied for primary and secondary data sets.  

Table 3. Tape drive read/write rates and cost per drive.

	
	2003

MB/s     k$each
	2005

MB/s     k$each
	2007

MB/s     k$each
	2009

MB/s     k$each

	STK
	20          40
	40          40
	80         40
	160       40

	LTO
	20          10
	40          10
	80          10
	160       10

	Disk (COTS)
	10       0.200
	40        0.200
	160      0.200
	640     0.200


Regardless of the use of commodity disks for data storage, it is clear that there will be one or two major  technology transitions needed during the run due to the five year time period considered.  Each transition will involve replacing tape drives, upgrading Enstore tape mover nodes, increasing network throughputs, and possibly copying old data to new media. 

4.6 Robotics and Other Infrastructure (The Storage Plant)

We will continue to use our current ADIC AML/2 robot and STK Powderhorn Silo for data storage. Capacities for these devices are summarized in Tables 4 and 5. Other options include COTS disk farms and  the new technology from ADIC called the Scalar 10k, neither of which are  well understood at this time. As tape cartridge  capacities increase the option to copy old data to new media exists and has to be weighed against the cost for additional robotic storage, or the decision to “shelve” certain older data sets. As new robots or silos are added, floor space in Feynman Computing Center and the needed infrastructure must  to be identified and planned for. Our expectation is that a significant amount of  processing will occur at remote centers, especially MC production and secondary data creation, and some reconstruction, and this will not be stored at Fermilab. 

Table 4. Current robot capacities

	
	Tape Slots/unit
	Drive Slots/unit
	Mounts

/hour
	k$/unit

	STK-Powderhorn
	5500
	20
	N/A
	75

	ADIC-

AML/2
	3500
	20
	150
	300


Table 5. Robot Capacities per “unit”, assuming 20 drives each unit

	
	2003

TB         MB/s
	2005

TB         MB/s
	2007

TB         MB/s
	2009

TB         MB/s

	STK
	660        400
	1320        800
	2640     1600
	5280      3200

	ADIC AML/2
	700        400
	1400        800
	2800     1600
	5600      3200
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CHAPTER 5 – PRODUCTION FARMS

5.1 Local Farms

5.1.1 - Existing Farm Systems

The current D0 farm system consists of an SGI O2000 used as an I/O server node and 122 dual processor Intel systems used as worker nodes. The SGI node is used to buffer all output back to the Enstore storage system via SAM. The I/O node is an 8-processor system with 2GB of memory and 930GB of disk space. The I/O node also does merging of small root-tuple files before sending them to the storage system. Two Gb Ethernet interfaces and one 100Mb interface provide network connectivity for the I/O node. One Gb interface is in the Enstore subnet and used only for routing files to offline storage.   The other Gb interface is in the farm subnet and is used only for buffering files from the worker nodes. The 100Mb interface is in the D0 offline subnet and used for all other outside connections to the system. All the interfaces are connected to a central 6509 switch. 


The workers are comprised of forty 500MHz P-III, fifty 750MHz P-III, and thirty-two 1.0GHz P-III nodes. The total capacity of this system is approximately 80,000 spec2000s. It is expected that this will be expanded in the next few months with 128 dual processor 2.0GHz nodes. This will bring the total capacity to near 250,000 Spec2000s. In the current configuration 20 of the 500MHz nodes are dedicated to input file staging and global tracking test processing. All worker nodes are connected via 100Mb interfaces to the same 6509 switch as the I/O node.

The farms are run using a series of scripts that control job submission, execution, and monitoring.   The scripts are written in c-shell, python and javascript. Job submission is done via a web interface which allows any user to make a processing request by specifying a dataset defined in the SAM DB, the required version of the production release to use for processing, what type of processing to do, and a suggested running priority. Farm operators may modify these requests and/or approve them for running from the same web page. The web page also displays the current approval, running and completion status of each request.

Farm jobs are started by an operator who logs into the I/O node and runs a single startup script. This script searches the job submission database for jobs that are ready to run, i.e. either newly approved jobs or previously run jobs that are only partially completed. All ready to run jobs are submitted for scheduling by FBS. Each job contains a job control section that keeps the job submission database up to date on the current status of the job.

All datasets submitted for production are defined in such a way that only unprocessed files are included in the processing request.  

5.1.2 - Run IIB Requirements

The current version (p10.15.01) of the D0 reconstruction program requires approximately 13 CPU seconds per event on a 500MHz node to process current (March ’02) data. An additional 5 seconds is used for the production of root-tuple files and another 1-2 seconds for merging of files. The total current expenditure is roughly 20 CPU seconds per event on a 500MHz processor.  The exact cpu requirements for farm processing in IIB will depend both upon what processing is done (reco, root-tuple generation, merging, splitting, etc) and the complexity of the data itself.  It would be unrealistic to presume that the current processing times will be maintained at the increased luminosity expected in IIB. At the risk of being overly optimistic we will assume that the total farm processing time per event in Run IIB can be held to 50 500MHz-cpu seconds per event.    We will also assume an additional 50% load on the farm to accommodate reprocessing of data as improved versions of the reconstruction program become available.  It is presumed that except in the first few months of the run, any such reprocessing would be limited to streamed subsets of the data.

The farm systems will need to be operational as soon as the detector is capable running at full rate and thus are not amenable to a phased in purchase.  We will presume that the full processing power needs to be online at the beginning of Run IIB.  We will take as a target date for the beginning of Run IIB as Fall of 2005. We can only expect 1.5 doublings of cpu power between now and the latest possible purchase of IIB farm systems.   Consequently we will assume that  3GHz, 4GHz, and 6GHz  P-IV systems will be available for purchase on ’03, ’04, and ’05 respectively. Recent historical trends have seen new generation systems introduced at a roughly constant $2500 per dual processor unit. This will likely increase to ~$3000 for P-IV units. We will assume that his trend will continue and that the 3-6GHz 4 dual processor P-IV units will be available for purchase at $3000 in the year of their introduction.

The performance of a P-IV node can be estimated form the Spec ratings of currently available units and scaling the P-IV GHz rating. Spec2000 ratings for 500MHz P-III and 2.0GHz P-IV are 216 and 640 respectively. We will assume the Spec rating of  4.0GHz P-IV is 1280, or 5.9 times faster than a 500MHz P-III.

Folding together a 75Hz average data rate, 50 seconds of 500MHz equivalent processing time per event and a presumed 70% efficiency for farm operations and reprocessing needs leads to an estimated need for ~600 P-IV nodes with the purchase spread over 3 fiscal years as shown in the spreadsheet. The total cost assuming this spending profile is ~$2M.

The I/O node will have to be scaled up to handle the increased load of  900 worker processors. From current experience we will estimate that a 4 processor 4GHz P-IV system with 1-2TB of disk will service about 100 worker nodes. We estimate such a system will cost ~$25K in 2004. This will add $125K to the above farm total cost. It may be advantageous to distribute this I/O processing across a larger number of smaller nodes.   But we will assume the total cost for the necessary I/O functions to be about the same, i.e. and additional $25K for each 100 worker nodes.

The P-IV nodes will require an equal number of network connections. The 6509 switches currently in use can accommodate eight 48-port 100Mb boards. Thus at least two 6509 switches will be required for farm connection. This will require purchase of an additional 6509 switch and boards at an estimated cost of  ~$50K.

The presence of the existing farm nodes does not significantly impact the above estimates. All farm systems are purchased with a standard 3-year warranty. After the warranty period is up it is presumed that nodes will not be repaired (except for trivial repairs) but simply decommissioned when they fail. All current nodes (except the 2.0GHz nodes yet to be purchased) will be out of warranty by the 2004. The 2.0GHz nodes represent only about 15% of the above estimated need. We will assume that about 10% of the base cost of the farm will be needed each year to replace out of warranty nodes lost through normal attrition, i.e. ~$150K per year.
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5.2 - Remote Farms

5.2.1 Remote Production Facilities

Over the next five years it is expected that Remote Production facilities will provide the bulk of processing power for the DØ collaboration. It is envisaged that there will be three major tasks to be carried out by these sites:

1. Monte Carlo (MC) Production

2. Reconstruction and Secondary reprocessing of the data. 

3. CPU intensive user Analysis Jobs. 

Each of these modes of operation will have different requirements. The simplest is MC Production which is essentially self contained and does not require database access. Reconstruction of data for analyses requires database access and careful book-keeping for specific binaries. User analyses jobs require that we can run a generic binary with any appropriate input. 

Currently there are several remote production sites with the following capabilities

	Site
	CPU's
	CPU Type
	Disk Store
	Mass Storage

	Current Sites

	BU
	10
	
	
	

	CCIN2P3
	XX% of 200
	
	
	

	Lancaster
	200
	750 MHz
	1.5 TB
	30 TB plus

	Nikhef
	150
	750-800 MHz
	
	TB

	Prague
	30
	700 MHz
	
	

	UTA
	100
	750 MHz
	
	

	Total Current
	440
	
	
	

	Planned Future Sites

	University of Michigan
	100
	?
	?
	?

	Manchester University
	64
	1.9 GHz
	2.5 TB
	?

	Oklahoma
	25% of 256
	2 GHz
	500 GB
	

	UCD Ireland
	
	
	
	

	Total Future
	~600
	
	
	


The minimum required capability of these production facilities must be sufficient to meet all of the needs for MC production. The planned rate of MC production over the net five years is planned to 35 Hz. For a standard 750 MHz CPU the time per event of the various stages of MC processing are:

	Process/Time per Event
	Generation
	Døgstar
	Døsim
	Døreco
	Analyze
	Total

	0.5 Events Overlaid, Plate Level Geant

	WW inclusive 
	0.5
	186
	13.1
	12.6
	3
	215.7


If we assume that the duty cycle of any given node is 80% then we require 9.5k 750MHz CPU's to fulfil our MC generation requirements before we consider the other requirements, such as reprocessing. Currently we have approximately 500 CPUs available so we clearly need to increase the number of CPUs available for these tasks. 

If we assume that by 2003 we will have available to us 4 GHz  CPUs instead of the 750 MHz machines caurrently available then we will obtain a factor of five reduction in the number of required CPUs for remote production to a minimum of 2k. It is important to note that this number of remote processors does not include a contribution for remote data analysis and reprocessing. 

If we require >10k CPU's in near constant use to meet our processing requirements there is an obvious need to maximise our possible resources. This will probably require making use of as many university machines as possible. This only makes sense in terms of fully implemented GRID options within SAM.

5.2.2- Hardware Upgrades

The Remote Production Facilities will be made up of standard Linux PC units with the following minimum requirements: 

· 1GB Memory

· 50 GB Hard Disk

· XXX CPU's

· XX TB disk space

· Mass Storage. 

Each of the remote processing sites will need to upgrade and renew the hardware on a rolling basis every three years. 

We will assume that the cost of a dual processor PC suitable for running  DØ software will cost US$3000. If we provide a minimum number of 4GHz procesors off site to meet our stated goal of 30 Hz rate for MC production then we will require 1k units, resulting in a total initial cost  of US$3M exclusing maintinence costs. 

Note  we will need to include costs for disk storage, mass storage etc. The Lancaster facility cost £400k, corresponding to £4M for 2k processors with no scaling. Note this included a robot, this gives rough agreement for the above numbers. 

We are currently upgrading to Fermi Redhat Linux 7.1 or the equivalent. 

It is assumed that all remote production sites will be running the current version of Fermi Redhat Linux or a similar Redhat release. It is expected that Fermilab will support official builds for the Fermi Redhat Releases or equivalent used on remote production sites. It is understood that the remote production sites will in many cases be shared facilities, in most cases with CERN experiments and will not be able to upgrade operating systems purely to meet DØ software requirements. 

Each remote production facility must be able to run a minimal set of DØ software. These minimal requirements are as follows: A fully functional SAM station, capable of storing and retrieving data from any location, mc_runjob, the DØ Monte Carlo job submission software, the full MC suite of software, including but not limited to: The generators Pythia, Herwig, and Isajet; Døgstar; Døsim; Døreco; Trigsim; and the equivalent of Recoanalyze (released as tarballs, the full software distribution is not required). 

To be able to run reconstruction of data the production facilities will also be required to be able to access the appropriate DØ calibration, and luminosity databases. It is assumed that these will be accessed via a server interface and not require a local copy of the database. 

The Remote Production Facilities will not be required to run any software produced by a user. The user will be required to meet several mandatory conditions: A software package to be run at a remote facility must be part of an official production release, the software must be built using Dørte to ensure that the package can run without the full DØ release, any input/output data must be stored in SAM, that the jobs can be fully described and submitted to a SAM queue.

Database Access

Not sure what to put here. If we are to reconstruct data this is a requirement. Should be done via a database server. 

Grid Enhancements

It is assumed that Remote Production Jobs will make full use of the current DØGrid project. Use of the Grid is not specific to remote analysis, but rather is a coherent part of the overall computing plan. 

Production Models

For the purposes of describing the processing that will take place at remote sites I would like to define different phases of software production. These will all be slightly different for each of the types of processing but will have several common points. 

1. Development : This is the period during which we are developing the software. In this period programs are changing rapidly and almost all of the output produced will become obsolete as new versions of the code is produced. 

2. Steady State: Once the code becomes stable and only minor improvements are made. In this state we may be able top reprocess the output of programs rather than fully reprocessing the data/MC. 

3. Run IIB: At this point in time we will introduce new detector elements and will have two sets of data. Run IIA data which will be in the steady state and the Run IIB data which will be in the development phase. 

4. Run IIB Steady State: At this point in time the software will be mature and change infrequently. 

For each of the above phases the processing requirements will differ. 

MC Production

For MC Production we assume that until the steady state mode is reached that all MC data is disposable and will need to be fully regenerated after each major software release. For this reason no intermediate stages of the MC production will be saved. 

The steady state will be reached once we have a stable detector simulation with all detector components fully simulated and a close to final simulation of the magnetic field. Once this stage has been reached the limiting process is obviously the Geant simulation of the detector. At this point in time the experiment will wish to accumulate a standard MC event sample for comparison with the data. Since the processing after the Geant simulation only takes 10% of the total processing time, and the requirement of modelling several different luminosity bins, we will be storing the Døgstar output as well as the final output of each event. This output will be reprocessed after each improvement in reconstruction, or to simulate different luminosities.

Data Reprocessing

Currently data reprocessing on the remote production facilities is not necessary. It will not be necessary until the central processing facilities are over loaded and can no longer (re)-process the data. At this time any reprocessing of data will need to take place a remote facilities./ 

Generic User Analysis Jobs


TBA

General Principles: 

· In most cases we will attempt to move the jobs to the data

· Require GRID queuing system to make this available at all sites. 

· Need Mass Storage close to processing centres. 

Storage

 Disk Storage

??

 Remote Mass Storage


Need to calculate amount of remote storage required.

Network

Minimal Requirements

 ii     ? 

CHAPTER 6 – ANALYSIS SYSTEMS

6.1 - D0mino

dØmino is an SGI Origin 2000 system comprising 176 R12000 (300 MHz) processors, with an attached data cache of ~ 30 TB JBOD disk, and ??? GB RAID disk for system needs and user home areas.   D0mino’s current role is to provide a centralized, stable, and uniform work environment providing interactive and batch services for on and off-site users.  D0mino provides very high I/O and effective data transfer capacity into the  petabyte-scale HSM and provides network capability unmatched in the industry.  D0mino’s current configuration has eight Gigabit Ethernets that are configured for interactive usage, data movement enabling the effective retrieval of data from sequential storage media (tape),  data sharing and movement of these data to other secondary analysis systems (on and off site), and data movement into a cluster of Linux nodes for so-called backend computing .  

 6.1.1 - D0mino Replacement

The strategy for replacement of d0mino depends  on identifying the strengths and  weaknesses of the current role, and which parts of this design can be better served by either faster or more cost effective solutions.  

While the centralized convenience and focussed work environment of d0mino cannot be easily replaced in a distributed environment, it currently lacks the high performance processors for compute intensive work and the likelihood of such processors becoming available at a cost comparable to that of commodity hardware is extremely unlikely.  Therefore the primary goal is to replace d0mino with a machine capable of handling a large data capacity, I/O, and network load and still handle a relatively large interactive load as a centralized focal point and to enable users to easily submit or distribute jobs to faster computing nodes which still utilize dØmino’s data cache with its high i/o rates and stable data set. 

A full capacity replacement of d0mino in terms of total processor count and speed currently requires a 128 processor O3000 at a cost of approximately 3 million dollars.  It is reasonable to assume that further advances in processor speed and the architecture differences of the O3000 vs. the O2000 would  allow this to be as low as 64 processors and still maintain the current data, I/O, and network capacity for a costless than 2 million dollars. 

The recommendations for the replacement of d0mino would be in a multi-year purchase and phase-out / reduction of existing equipment.  (Without a maintenance recovery plan there is little or no incentive for the experiment to replace or retire older machines.)

The I/O and data capacity of d0mino could currently be maintained in a system as small as a 64 processor unit, but only a very small amount of compute resources would then be available for use. A build, for example, would probably make the machine otherwise unusable.

In addition to replacement of d0mino, there is a need to provide not only system but user backup capability.  The system backups are currently supported on a small robot with a media which has lower capacity and is quickly becoming obsolete.  In addition there is currently no practical, much less automated, way for users to backup project or university disk space.  A backup solution (or solutions) is also necessary with software, hardware, and initial media cost at 350-400K.

We anticipate a budget of  $1 million for the core system, $500K forLinux backend processors, and $500K for additional data cache disk. 

6.2 - D0mino Back-End Compute Servers

The back-end compute servers for d0mino are designed to offload the intensive computing load to commodity computing (Linux).  In order to fully exploit the processor capacity and maximize the use of these machines, the configuration must take full advantages of the resources provided by the server machine while providing the user a simplistic if not transparent interface for high compute analysis (batch) jobs.  

The basic configuration provides two dedicated network interfaces.  One network provides the home and product file systems and the other large network is dedicated for the serving of data disk and data movement for local caching (SAM).  The user interface to access these machines requires only the specification of the SAM station name when setting a job for submission.  The underlying batch system is PBS, which allows nearly identical specifications as LSF for job submission outside of SAM and could be configured to allow job submission from individual CLuEDO desktop nodes if the resources are underutilized. 

The growth of the back-end computer and retirement of older compute resources will depend on the amount of computing needed by the experiment and the amount of available system administrators required to manage them.  Other than the limits set by the availability of system administrators the only other reasons for decommissioning machines are hardware failures beyond warranty periods, networking cost, and floor space.

6.3 - CLuED0 Desktops

All Linux desktop machines at D0 are managed as part of the CLuED0 cluster (Clustered Linux Environment at D0). CLuED0 is first and foremost a Linux desktop cluster. It is the primary network interface for its users. However, it is also a code development platform and processing farm and has become invaluable to the experiment in these capacities. This section describes each of these aspects of CLuED0 from the standpoint of both basic functionality and technical design.

CLuED0 currently consists of approximately 170 nodes located in each of the 5 buildings at the D0 site plus a small number in Wilson Hall and in the Feynman Computing Center. As discussed below, the design of the cluster can support continued growth of Linux desktop use at D0 throughout the 5 year planning period.

CLuED0 is an institute-based cluster. Allocation of CLuED0 resources is not governed by the D0 offline resources board, rather it is managed by a group of administrators contributed by member institutes. As such, it is an important philosophical point that there are no physics groups in the cluster, only institute groups. System resources are allocated based on institute contributions to hardware and management of the system. However, the successful running of the cluster owes a great deal to the support of the computing division (the D0 Task Force). Technical support for home directories (including backup) and D0 code are important aspects of the cluster design.

6.3.1 - Design of CLuED0

CLuED0 has been designed around the principal "many hands make light work". There are no fulltime system administrators in CLuED0. The cluster is run by a group of volunteers each giving approximately 0.2FTE to the project. Currently we have approximately 20 volunteers. This is just adequate for maintenance of the existing cluster. We need to constantly recruit new volunteers. To cope with this large number of machines in this situation the cluster has been divided into 5 logical sub-clusters (defined by geographic location). Each sub-cluster is managed by a team of system administrators. There are no functional differences between sub-clusters, only administrative ones.

CLuED0 account information, autofs maps (for NFS disk mounts) and system configuration files are stored in an LDAP database. There is one master server which allows read/write database access and one slave server (read only) in each building. Automatic failover from one server to the next gives the system a five-fold redundancy against LDAP server failure. We have written our own interface to the LDAP database called CLuMP (Clustered LinUx Management Program) which provides a heirarchical structure of clusters, netgroups, nodes in which to store configurations and service information. 

CLueD0 users have access to the latest builds of the D0 code through an NFS mount of a disk area on the central systems (d02ka) maintained by the D0 release managers. External UPS/UPD packages are maintained by CLuED0 administrators on a linux node and are exported cluster-wide via NFS. This allows CLuED0 to act as the primary development platform for many onsite users. The interactive performance for a typical desktop machine is significantly better than larger SMP systems due to the pace of processor development and low cost of PCs. 

In addition to acting as the primary desktop interface for many users and a fast code development platform CLuED0 is a powerful processing farm for the experiment. There are currently in excess of 200 available batch queues and both the number available and processing power per machine increase steadily over time. CLuED0 uses PBS (Portable Batch System) to manage batch resources on the cluster. PBS was chosen because it is the most widely used, flexible, free batch system available for Linux. The configuration splits shares in the batch system by institute. Institute shares are weighted by their contribution to clued0 in terms of hardware, admin manpower, etc.

In order to access D0 data on CLuED0, SAM must be made to deliver files to the desktops. This is currently working in a testing mode on the cluster but is expected to reach production status soon. The design is to transfer files either from tape or from the CAS SAM cache to a large central clued0 disk cache with good network access. From here the files can be transfered to small local caches configured on each desktop machine. An interface between SAM and PBS exists which allows SAM to influence the scheduling of jobs based on file delivery.

The Linux distribution installed on CLuED0 nodes is based on Redhat Linux (as is the centrally maintained fermi-linux distribution). It is not identical to fermi-linux because the wide variety of variety of hardware configurations we support require a pace of change which is inconsistent with the pace of release of the Fermilab version. As an example, the CLuED0 cluster began installing new machines as RedHat 7.1-based systems 4-5 months before the first release of the fermi-linux version was made. This was necessary because the installing of new hardware with old Linux distributions would become simply too onerous otherwise. Also kernels are needed which may be newer or in some ways different than the standard RedHat supported kernels. These circumstances would make it difficult to work within the fermi-linux model.

6.3.2 - CLuED0 Support

CLuED0 desktops are meant to be part of a "working" cluster. This means that in addition to providing basic desktop services, the availability of the latest D0 code releases and of a working batch system (described above) are crucial. Support for soundcard configuration, games, etc. is limited/non-existent. There are several basic features which define the CLuED0 working environment. They include:

· D0 software releases available as they are built (test and production)

· Batch system running on all nodes

· One disk area per machine available on the network via NFS/autofs

· External UPS/UPD products available

· Common login environment across all nodes

· Support for Gnome and KDE desktops

· Central software maintenance (eg. staroffice, printing)

· Central web server

· Nightly home directory backup

· Team of local administrators for user support (admins in each building)

An important feature of the user interface is the presence of local administrators in each building. These administrators are the first point on contact for users and are, in fact, users themselves. These circumstances usually result in swift resolution of user complaints.

6.3.3 - CLuED0 Security

One of the reasons CLuED0 exists is to provide a secure environment for Linux desktops at D0. All cluster administrators are registered with Fermilab and receive security alert notifications. Cluster-wide installation of the latest security patches is accomplished using autorpm. 

A kernel-based software firewall (iptables) hides all clued0 desktop nodes from the outside world. Incoming connections are only allowed from a list of trusted nodes. These trusted nodes include other CLuED0 nodes, d0mino, and d02ka. Packets received from other machines are dropped. This means that no CLuED0 nodes are even pingable from the outside world. 

External access to the cluster is provided by a gateway machine which allows kerberized ssh and telnet connections from outside the software firewall. Users are then expected to ssh using their kerberos ticket from this gateway machine to a desktop node belonging to their institute. CLuED0 does not support cryptocard access. Instead our gateway machine allows login using a kerberos password. We believe this to be superior to cryptocard access both for user convenience and security. It encourages users to connect to the cluster via a direct encrypted channel rather than multi-hop telnet+ssh which can leave the connection exposed to hackers. There is a strong anti-cryptocard feeling in our user community which will, in the absence of this service, lead to the use of offsite ssh gateways.

6.3.4 - Future of CluED0

The technical and management structure design of CLuED0 are both well suited for continued growth of Linux desktop use at D0. There is no hard limit on how many machines can be accomodated by the model. 

One issue of concern is administrative continuity. Manpower contributed primarily by postdocs and grad students is, by its very nature, unstable. The positions occupied by our administrators are generally short-term. This problem is reduced by maintaining a large number of administrators trained to do many tasks. However, the cluster would benefit greatly from the hiring of an individual who could maintain at least 0.5FTE on CLuED0 system management. Currently D0 does not employ any computing professionals directly involved in day-to-day linux desktop support. As CLuED0 continues to grow to cover most desktop systems at the experiment it would be in strongly in the interests of the experiment to have someone in place whose primary job is linux desktop support. As will be discussed in the analysis CPUs section of this document, D0 is also building a CLuED0 backend compute farm onsite at D0. The new hire could be fully occupied with 50% load on each of these projects.

6.3.5 - Analysis CPUs (CLuBs)

The CAS (d0mino) is a high-bandwidth machine capable of serving large datasets (10s of Tb) to SGI or linux CPUs for processing. The CLuED0 linux cluster (described in a previous section) is primarily a desktop cluster which has some capacity to process small datasets (eg. 100Gb). The D0 computing model allows for an intermediate level of processing on datasets of the order of 1Tb. CluB (CLuED0 Backend) provides processing for intermediate datasets while also allowing seamless integration with the D0 desktop environment.

CluB is a farm of rack-mounted linux PCs being installed on the second floor of the D0 assembly building. It consists of two types of machines: 1) disk servers 2) cpu servers. The disk servers are dual processor machines with large disks based on ide raid arrays. Currently these machines support 1.2Tb in a 4U case. The cpu nodes are also dual processor in 1 or 2U cases. 

6.3.5.1 - Procurement

CluB is built from machines contributed by D0 member institutes. A small "seed" of the cluster is being purchased by D0 consisting of networking infrastructure and test disk and cpu nodes. Further cpu and disk servers will be purchased from the vendor directly by institutes and sent to Fermilab. The allocation of CluB resources will be controlled by the D0 Offline Resources Board (ORB). The proposed model for allocation is that contributed cpu power and disk are each split with 50% designated for a physics group chosen by the contributing institute and 50% designated for that institute. CluB is built from affordable building blocks such that any institute should be able to contribute resources.

6.3.5.2 - User Interface

CluB will not support interactive logins to cpu nodes but rather will provide access via the batch system (PBS). Data delivery will be on a private data network served by SAM to a large central cache and transfered to cpu nodes via rcp. Batch output will be stored on the disk servers and will be accessible by rcp/scp/ftp and via NFS from CLuED0 nodes on the interactive network.  

6.3.5.3 - Support  

Individual CluB nodes will not be supported on a 24 hour basis. Daytime coverage will be provided primarily by shift workers chosen from a pool of administrators contributed by D0 institutes. The cluster would benefit greatly from the hire of an individual capable of maintaining 0.5FTE on CluB support. Since the role of coordinating installations, shifts, etc. will require more time than a single volunteer admin may be willing to contribute this role is best filled by a computing professional.

6.4 – Remote Analysis Computing

The DØRACE plan consists of Regional Analysis Centers (RAC) that hold 10-20% of raw and DST data set, along with 100% of Thumbnail data set for the users within its network sensible geographic location and institutional analysis stations (IAS) that provide analysis cpu and processing services within the given institutional network.   The RACs are required to provide the following services:

· Code Distribution Services

· Batch Processing Services

· Data Delivery Services

· Data Reprocessing Services

· Database access services

· MC Production and Processing

· MC Data Storage Services
Among the above listed services, data reprocessing and batch processing services would require significant cpu power.   In order to produce estimates, we assume that the reprocessing of all RAW data set held at a RAC must be completed within 1 month of the beginning of processing, and it takes 10 seconds per each event.   Since a given RAC holds 10-20% of the RAW data set, they will have 
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events at the end of Run IIa and IIb respectively. Given these assumptions, we  require 390-770 and 3900-7700 cpus, equivalent to the current cpu that gave the 10 second/event estimate.

The IAS will need to provide sufficient cpu power for local analysis and cache access service.   Therefore, the requirements for these cpus are not as stringent as that of a RAC.

CHAPTER 7 – INFRASTRUCTURE

7.1 – Introduction

The manpower and cost estimates in this section are speculative. In general, forces external to the infrastructure system and even external to D0 drive almost all of the cost. There is nothing that must be changed in the infrastructure systems. But there are very likely to be changes in the external world that will present opportunities that we will wish to exploit. There will also, almost certainly, be changes required by software and/or hardware components that we use becoming unavailable. One change that we know about right now is that the compiler we use will no longer be available for all of our platforms within the next year or so. In fact no one outside of Fermilab can purchase it now. Fermilab and all of the Fermilab collaborating institutions have until the end of this year, maybe longer.


Therefore, most of this chapter will detail the products we use, and what might be needed. In only a few places can we anticipate trends. We will do so when possible.


There are also a few long standing problems that need to be addressed having to do with code quality and documentation. As the original authors of our code go on to other projects, both of these take on added importance. So these issues will be addressed as well.


7.2 - Code  Management


D0’s code management system is build on a suite of products, most of which were produced and are maintained by other groups. The major products are:


CVS

The Code Versioning System manages the source code repository and provides most of our version control. It is a freeware product and has a large and active user base worldwide. There appears to be no reason to change it. Changing it would be a very big job if it became necessary to do so. How big would depend on how much of the history of the existing system one needs to keep.


UPS/UPD

 Fermilab’s Unix Product Support/Unix Product Distribution system provides another part of the overall versioning system as well as remote distribution. There is no particular reason that the existing product can’t last through the end of the run. There will need to be periodic maintenance to make it available on new platforms and operating system versions. But that task this isn't large, a few man weeks/year at most. It may be that new capabilities will become available through the worldwide GRID effort. We will want to adopt any new technologies that become available. Most likely that would not be a huge effort. We'd want to wait until others had done it first. So a couple of man months should be more than enough.


SoftRelTools

SoftRelTools is a suite of make files and scripts and a directory organization that constitute the software build system. The system is designed to be robust and easily extensible.  Maintenance of the system will, likely, never cease entirely. The core system is maintained by the Computer Division at a small fraction of an FTE. The D0 specific parts, notably the “Ctest/Ctbuild” add-on is changing continually. There always seems to be something new that needs to be changed or added. As time goes on, hopefully this should decrease. But right now it's about 1/4 FTE's. Replacement of SoftRelTools would be a very big job, and is viewed as unlikely.


7.3 – Compilers

D0 chose KAI as the C++ compiler we would use because it was available on all of the Unix platforms that we were using at the time, and most importantly it was and is the most C++ standards compliant compiler available.

About a year ago, Intel purchased KAI. The new owners recently announced that they would cease supporting KAI on non-Linux machines by the end of this year and would migrate to Intel C++ for Linux as soon as that product is as compliant as KAI. This means that within the next year we will have to switch to a new compiler. The leading candidate is G++, the GNU C++ compiler. It is nearly as compliant as KAI. The decision as to which compiler to chose and when to switch will be made in consultation with the Computer Division and the other experiments at Fermilab working in the reactivated C++ Working Group.

Since we have always insisted that our developers write standard C++ as much as possible, this switch shouldn’t be too hard. We estimate that it’ll be roughly the same amount of work as switching to a new major version of KAI. The last time we did that, it took about two months real time, including preparation time. Our many developers do most of the real work. But it required several man-months of effort from the small number of experts.

From past experience and from the pace of development in the G++ community, it appears that we'll need to switch major compiler versions about once per year. Each of these switches should take about two man-months of effort from the central group.

7.4 - Debuggers

At present we use Totalview. This has been an adequate but never a really good choice. Unfortunately it is the best available for use with KAI. With the switch to a new compiler, we will obviously have to switch debuggers as well. Hopefully better ones will be available. There should be very little effort needed from the central group for this. The effort will be user driven and supplied.


7.5 - Releases

Aside from the tremendous effort of all of the distributed code developers the largest continuing effort in the code management area is that needed from the central group to actually build the releases.

The manpower needed to do releases is almost totally determined by the frequency and level of automation that is acceptable. At present releases take about 1.5 FTE's DC.


Frequency:

At present we are doing one "t" or development release plus an average of one production release per week. This could decrease as the code base stabilizes. "t" releases could go as low as one per month perhaps. Production releases could go as low as a few per quarter. We are already doing one major production release per quarter, but these then require many "pass" releases, each of which is a real release and is counted as such.


Automation:

The releases could be almost totally automated with about one man-month of effort. However, this would require switching most of the release quality control and the responsibility for analyzing the error logs onto the developers. With some exceptions, they have not shown themselves able or willing to do this adequately in the past, so I don't have a lot of hope for it in the future. In addition removing this central analysis from the release would remove the single person who has intimate knowledge of the entire release and all of it's interconnected problems.  This knowledge is often tapped by the developers in fixing their problems. Unless there is a major shift in the code development culture within D0, I don't see a lot more automation in the code release area than we now have. There are probably little things, but nothing that would significantly decrease the work needed to get a single release done.


Hardware-computers:

In order to build the releases, we obviously need adequate machines and disks on which to build and store them, both at the central site and at all the remote institutions.

We must continually upgrade the build machines just to keep current. But more importantly it would be very helpful if we could keep the total build time below 12 hours. This would allow overnight builds with error logs available the next morning. This in turn would allow developers a full workday to debug and correct any problems found before the next build attempt. Thus an entire build cycle would take one day. This would allow four builds per week which is usually enough to get a reasonably good release each week. A one-week release cycle has proven to be a good compromise between those who need stable releases and those who need the most recent developments of others as quickly as possible.

At the moment we aren't able to do that on any platform though we use as much parallelism as we can. The problem is getting worse as people add more code, and more importantly, tests of that and existing code. On Linux, we are limited in the number of processors of the highest capability we can get in SMP form. On Irix we are limited by processor and disk speeds. On both platforms we are disk speed limited during some parts of the build, cpu limited during other parts. On all platforms, if we wish to get the build times back down to make the best use of our developers’ time we must continue to upgrade. On Linux, we can use one SMP build machine for each build type we need to do simultaneously. Since we can do as many as six builds at once, we could easily use six four or eight processor machines at certain times. To keep these reasonably up to date, we should budget at least one such SMP machine per year, roughly $30k.


Hardware-disks: 

In order to store the resulting builds, we need disks. There are two sorts of releases. During the building phase we need to store all the intermediate and temporary files. During the process of “freezing” a release, making it available for distribution, we “purge” the release and remove all of these temporary files. At the moment, a release of one sort (debug or maxopt) requires about 25GB while building, about one half that after the purge, so 50 and 25GB for an entire release before and after purging. Linux releases are slightly smaller. These requirements have been growing reasonably steadily over time. Before purging they’ve been growing at about 3GB every 6months, 1.5GB after purging. 

We need to keep one pre- and 1-2 post-purge "t" releases on disk for each platform. For production releases, we’ll need to keep at least one building release and one of each “major” production version that is ever put onto the farms. We have five production releases on disk right now. We’ll need to add roughly four more each year. If they weren’t growing this would require about 100GB per year minimum. But given the growth and that we will likely want to keep even more production releases, budgeting for 200GB/build machine per year (~$10-20k) wouldn’t be out of line. 


7.6 - Object Persistence (D0om/DSPACK)

It would take some fairly drastic innovation to appear to change this. But D0om is designed as a layered system. So if we wished to switch to a different underlying mechanism to replace DSPACK, it wouldn't be very difficult. The most difficult part would be handling the old data written in DSPACK form, and that wouldn't be difficult. 


7.7 - Event Data Model (EDM)

This essentially can't be changed. The entire D0 reconstruction chain assumes this data model.


7.8 - Run Control Parameters (RCP)

There are two major development projects that we could envision doing to improve the current RCP system. The first of these is to implement the long planned Oracle database solution. The second is to split the RCP into two or more parts to reflect the two or more distinct usage patterns that we have identified.

ORACLE database solution

Implementing the Oracle db solution has turned out to be much more difficult than initially envisioned, given the original requirements. The original requirements included being able to query the db by RCP parameter value. It was envisioned, for example that people might want to know all of the RCPs where a cone size of 0.7 is defined, for example. Implementing this has turned out to require a very complex database which has major impacts on performance, maintenance and development time. The developers do not feel able to maintain this complex database, on the server side, and no money to hire people able to do so has been identified. In addition, we have seen no evidence that anyone actually needs this capability. Therefore, it is our opinion that this should be abandoned for now. 


The Computer Division is developing a much simpler database solution, at low priority. This solution will not allow query by value. But it will have the other advantages of a real database solution. If and when this solution is available we should investigate adopting it. Until then, the recently improved file system database, which is needed for export reasons anyway, should be adequate.


Separating functionality

We have identified at least four different ways that the RCP system is being used:

· For tracking parameter sets and making sure that the set needed is actually being used.

· For inputting frequently changing data, file names, debug parameters etc that do not need to be and shouldn't be tracked.

· As a "poor mans database" for things like some calibration constants.

· Framework RCPs that define a D0 executable.


The first of these is what the RCP system was designed to do. Examples would be the parameter set that along with the implementing code defines a reconstruction algorithm.


The second of these makes use of the very nice, free format input structure of the RCP scripts and their access methods. Fairly recently the concept of "untracked" parameters was added to RCP. These parameters are normally part of a "tracked" RCP script, but are never entered into a database. There are several problems with using this as is:

· There are rather severe restrictions on where an RCP script can live and when and from where it can be accessed. These restrictions are needed to control the use and misuse of tracked parameters. But these make it very inconvenient, but not impossible to use the system to input untracked parameters.

· Nesting of RCP parameter sets does not correctly handle untracked parameters. In fact any time an RCP object is fetched from a database, no untracked parameters will be fetched. Untracked parameters are never entered into any database. This has been mitigated somewhat by requiring that untracked parameters have reasonable defaults.

· Most people don't use the untracked parameter capabilities of RCP correctly. Most parameters that should be untracked are, in fact, tracked. This leads to big inefficiencies, confusion and complaints about the difficulty of changing them.


The third of these is just a poor use of the system. It is really a subset of the first case. RCP will do it, but this use should be discouraged. They should be using a real database designed for their application.


The fourth case is really a subset of either the first or the second depending on your point of view. At the moment they are tracked in a different way. So they are untracked in the RCP system.


The key point is that there are two very different uses of the RCP scripts/files. The system was designed to track parameter sets. It was not designed to provide a flexible parameter input system. But it is being used in both modes.


We would not consider any major changes in the tracked parameter functionality of RCP. It does what it's supposed to do very well.


 However, it should be rather easy to provide a much easier to use and more flexible input system to replace the untracked parameter use. The new system should be distinct from, but can inherit much from RCP. Making it distinct, different name, different configuration etc will reduce confusion and should help people put their parameters into the correct class. Making it inherit from RCP should decrease the added maintenance load. I'm going to call the new variant UCP, for Untracked Control Parameters.


An initial guess as to the differences in behavior of the two variants:

	Name
	UCP
	RCP

	Tracked
	No
	Yes

	Include
	RCP: Yes, UCP: Yes
	RCP: Yes, UCP: No

	Change in memory?
	Yes
	No

	Environmental Variables
	UCP*
	RCP*



The most important differences between the two are:

· The environmental variables that define where it finds the scripts or data are different. With this and the fact this portion of the code can be different allows one tailor the UCP search algorithm to be much more flexible and convenient for this application.

· The ability to build and/or modify a UCP object in memory. This ability was used with good effect in the RunI version of this product but was removed due the strict tracking requirements this time.


 The effort required to implement this variant is not small. A very-very rough estimate of the effort required is a couple of man months of Marc Paterno's time. For anyone else, the time required would be much more. Whether the gain is worth effort is beyond the scope of this document.


7.9 - Frameworks

The framework package is the skeleton that is used to build almost all of the executables D0 builds. It is a reasonably mature package, so shouldn't require much routine maintenance. There will need to be continuing maintenance however. For example, when we switch compilers and/or compiler versions, it is likely that at least some work will be needed.

The one major change that may be required would be if we had to drop the use of standalone object files as the basis of the framework packages. These aren't supported by the C++ standard, so their implementation is highly compiler specific.


There are other advantages to doing this as well. The major one would be that it would allow a rather simple method of automatically generating the LIBDEPS (library dependency) files. One could then do away with the LIBDEPS files completely and thus all the errors that they produce. There are other ways to do this, but they aren't simple and wouldn't be as robust.


Making this change would require a couple of weeks of the author's time. A bigger cost would be that a lot of packages would have to change. This would require cooperation and quick response from a lot of developers.


7.9 - Graphics - 3D

The current 3D event display program (d0scan_qt) is based on a portion of the IGUANA tool kit from CMS (written by the Northeastern software team at CERN), which in turn is based on two industry-standard packages, OpenInventor for 3D rendering of objects, and the Qt graphical user interface toolkit. In order to use IGUANA at D0, a number of custom classes to represent D0 physics objects and detector elements have been written and then placed in a standard D0 framework package. A somewhat out-of-date but still useful description of the capabilities of d0scan_qt is located at 
http://www-d0.fnal.gov/computing/graphics/D0ScanQtThroughPictures.pdf


Immediate Plans

There is always a list of additional physics objects/geometry to implement (example: the geometry of the pre-shower detector). There are also currently requests for additional interactivity with the 3D scene (examples: extend selected tracks from the central tracking region to the muon region; calculate the invariant mass of a pair of selected tracks) and features for the user interface (examples: user selection of font styles and sizes; saving and restoring more settings). These sorts of requests are expected to continue, although the rate may slow as d0scan and the experiment become more mature.


An expansion of the capabilities of the Lego display (which needs the construction of representations for physics objects) and the 2D display (ditto) has also been requested. Although the Lego and 2D displays are an expansion of the original scope of d0scan, it has become clear that physicists feel that these are necessary tools for understanding the physics inherent in the events and that they should be able to select any of the three types of display they wish to view on an event-to-event basis.


Medium Term Plans

The current software organization of d0scan, with the IGUANA toolkit incorporated as part of the package, has had the advantage of allowing for rapid development of the underlying toolkit, but it has made feeding these changes back into the central CVS repository at CERN quite difficult. Work has recently been done on porting the CMS build system to D0. This would lead to placing IGUANA in a Fermilab-style UPS product and retaining only the D0-specific code in d0scan_qt.


This would also make considerably easier any transition to a new IGUANA architecture currently being tested at CERN which is considerably more modular than the current version.


Long Term Plans

The reconfiguration of D0 for RunIIb will require a review and possible re-write of all the geometry visualization classes, but this in itself shouldn't be a major undertaking.


A shift from OpenInventor/OpenGL and/or Qt would be considerably more demanding. At present, OpenInventor/OpenGL are still state-of-the-art and are supported by either a strong commercial concern or a vigorous open source community. The OpenGL architecture review board has recently revised and extended the specification for OpenGL (see http://www6.tomshardware.com/graphic/02q1/020222/index.html) so any fears that it will be necessary to switch from OpenGL to some other graphics standard in order to get top performance from recent graphics cards have been allayed for at least a few years.


Qt is the replacement for the Motif-based earlier version of IGUANA, so we have a good idea how much work is involved in replacing a GUI front end. It is unlikely that this will be necessary, as Qt is becoming widely used throughout HEP (by, for instance ANAPHE).


Resources

Currently there is one faculty member (GA) devoting 100% of his research time to event display. This is divided between core graphics development (IGUANA), developing D0-specific items for d0scan_qt and maintenance of the existing program. Todd Adams of FSU is working on a toolkit for 2D displays inside d0scan, but what is needed is roughly a 1/4 FTE working on implementing dedicated 2D views of the detector plus physics. Another 1/4 FTE should be devoted to Lego display objects. In addition, there are currently two full-time software engineers working on IGUANA at CMS. This has the effect of giving D0 much more "oomph" for their software investment. The close collaboration between the D0 and CMS software teams has clearly been advantageous to both, allowing CMS to test ideas against a physical detector and D0 to feed back some of their priorities to CMS (the milestones for full integration of 2D viewers in CMS has been moved up to July).


Graphics - Lite (2d)

By "lite", we refer to the version called D0VE, which uses native X graphics for 2-D drawing, and Motif for widgets and window management. This is the system that currently supports the online display, including:

· a 3-D wireframe window, with 4 different projections that can be controlled separately, and display singly or all four.

· a "Legoplot" 2-d histogram in phi and eta bins of the calorimeter towers. This also shows missing ET, calculated from the calorimeter bins at present 

· a special 2-D xy projection, containing a circular calorimeter energy histogram, with SMT and CFT hits inside and muon segments outside. 

· An r-theta 2D projection, similar to the above.

 The above are supported by framework packages that provide control over the event loop in an interactive mode. All basic parameters determining the display can be initialized by "untracked" parameters in the framework rcp file. A special executable (d0ve_x, constructed by the d0ve_alldis package) defines a default set of packages to create a standard display, but defines no display code itself.


Hardware resources

D0ve is designed to run on any desktop system, and since it does not use 3-d accelerator or OpenGL, there are no hardware requirements, or needs for special upgrades to use it effectively.


Current Support requirements

It should be noted that there are several D0ve users that have taken an active role in all aspects of the system. The design allows a natural division into system and user parts.

1. System: this means the package that interacts with the framework, (d0ve_framework), and the package that defines all the primitives and interacts with the windowing system (d0ve), and finally the package that defines the default executable. The university of Washington has primary responsibility for these, and will maintain and enhance them as long as the system is in use. This takes around 1/8 FTE. 

2. User: This refers to packages that support specific hardware or analysis needs. This is mostly done by users in the SMT and MUON groups. CFT has been a problem requiring about 1/4 FTE for the last few months.

3. Online: The special needs of the online system, primarily the difficulty in adapting to out-of-date releases, require around 1/2 FTE. Hopefully as the D0 software system matures, this will become less so. A special subcategory is the live-event display, which is has poor support at present.


Upgrade plans

Certainly some of the usage of D0ve today will be taken over by D0Scan in the future, making it a little difficult to predict future needs. Certainly, the system is mature and stable, so the incremental addition of code to display new RunIIB detector elements would not be much of a burden, a few man-months at most.


7.10 - External Products

A big part of the D0 infrastructure is composed of products maintained by other groups. A few of these have been mentioned previously. The entire list as of this date is:

	Misc, compilers tools

· whod0 

· kai 

· python 

· perl 

· swig 

· gtools

· groff 

· docpp 
	Code libraries 

· cern 

· procor 

· jetnet 

· zlib 

· readline 

	Physics analysis

· root         
	General Data files

· TestData 

· MagField

	Online tools and libraries

· ace 

· pyxml

· xerces
	MonteCarlo  

· stdhep 

· geant 

· lund 

· tauola 

· qq 

· herwig 

	Database tools and libraries

· msql 

· orbacus

· omniORB

· fnorb 

· corba_common

· db_server_base 

· db_server_gen 

· sam_config 

· sam_common_idl 

· sam_station_idl 

· sam_db_server_idl 

· sam_lib

· python_dcoracle 
	Visualization  

· histo 

· oiv

· HEPVis

· imagelibs 

· qt

· soqt

· pmw 




These products come from a variety of sources. Most are available on the Web being written and maintained by various worldwide groups (gtools, gcc etc.). Some are written and maintained locally either by the Computer Division or D0 or a combination. A few are commercial products (oiv). All of them, however, are packaged and distributed via ups/upd. A number of them, those that we link our programs against, must be rebuilt to our specification whenever a new version of either the product or our compiler is adopted. This is a non-trivial amount of work. Given the frequency of release of the products and of the compilers, this maintenance/packaging effort amounts to several man months per year. This effort is likely to stay in the range of 1-2 FTE. However, D0 is only one of a number of beneficiaries of this effort.


We have not included any funds or effort needed for software licenses. This is non-trivial, but in general is done for the laboratory as a whole. The oiv (OpenInventor), KAI and Oracle licenses are good examples of this. In total, they are in the $100k/year range but are used by everyone at the laboratory. We assume that these will continue to be supplied as needed and will be negotiated on a case-by-case basis.


7.11- Code Quality

Most of the code developers at D0 are physicists. They are not trained programmers. Most have had few if any classes in programming, code design or code management. Yet they are writing in one of the most difficult computer languages currently used. Much of their programming is done "by example". Unfortunately people just starting to learn the language wrote most of the examples. In addition, D0 has never had time to do the code reviews for anything but the most basic packages. Therefore, very often the programs are poorly designed and poorly written. This leads to very inefficient code. Often it's much larger and slower than it needs to be, if it isn't just plain wrong. It often also makes it hard to determine if the code is, in fact correct.


There are a number of things that we could do to address this issue. Real Code Reviews is an obvious answer. But that takes time and effort, both of which are in short supply. A more modest, and probably doable, proposal is to appoint someone, trained in C++ whose job is to improve the code. I believe that this should be a full time, or near full time position.


There are several things that such a person could do. To start, just looking for the worst, most inefficient code would be very useful. Working with the authors, the code would be fixed, and the authors trained in at least some good programming practices. Once these are fixed there would be good examples for people to use. Thus good coding would spread. Of course, this cannot be a one-time thing. Good examples can be used to write bad code and then that can be used as the next example. This person would be a resource that anyone in D0 could use to write good code. As experience is gained, this person may decide that other opportunities would arise. Formal training sessions might be useful, for example.


The key point is that we need someone whose job it is, working with the authors, to improve the quality of D0 code. It should not be his or her job to rewrite the code, though that may be necessary at times.


7.12 - Documentation

One area of infrastructure that is always given less than adequate attention is the entire area of documentation. At the start of the planning for RunII it was decided that the main repository and distribution method to be used for documentation was to be the World Wide Web. This has proven to be an extremely valuable and useful way of presenting the documentation and a really large amount of documentation exists.

However, as is always the case, and is made very apparent due to the ease of access provided by the web, having documentation is not the same thing as having correct documentation or being able to find the documentation that you need or having documentation that is easy to use and understand.

There are three issues here that partially overlap. 


· The first is writing good documentation. The "experts" write most documentation. They know what they are talking about and are usually rather good at writing really detailed documents, the so-called "reference manual" level of documents. But they are often horrible at writing the "user's guild" documentation. It would be very, very useful to hire a technical writer to work for about a year to gather up all the disparate documentation for, at least, the stable base level products and write a good set of documentation, both reference level and user's level. This would require at least 1 FTE for a full year to do a decent job.


· The second issue is maintaining the documentation once it's written. Again, this needs more writing expertise and time than most of our people have. It does no good at all to have documentation if it's always out of date. Keeping it up to date is a real job. I believe that the best way to make sure that this is done is to have someone specifically assigned to the task. They may not, should not write all the documentation themselves. But they should be responsible for seeing that it's done and helping do it when needed. This is easily a 1/2 FTE job.


· The third issue is organization. We have had our documents "organized" on the web for a long time. However, we have had no one assigned as the webmaster for most of that time, and when we did, he didn't do much to organize it. We have had a vision of how the documentation should be organized, both physically and logically so that it would be easy to find. A committee representing most of the interests in the experiment several years ago developed this vision. But it has never been put into place. Instead, chaos has prevailed. Each individual has put documents wherever they felt it fit best, with no feel for the entire system. To straighten this out, we need a real Webmaster, someone with an understanding of the overall web site and the will and power to organize it effectively. This person would need the backing of the experiment, or at least the top levels. He/she would need to be able and willing to get the job done. This would, at times require him or her to make decisions that would disrupt the system for a period of time. He/she would need some money to buy management tools, replace the web server from time to time etc. This should be of order $10k/year, probably a bit more the first year. In order to get the web server into shape is easily 1 FTE for a year, and then to keep it in shape about 1/2 FTE.


7.12 - Summary

To a very good approximation, the effort and cost required to improve and maintain the code infrastructure can be taken as a constant. This is not so much because the need is constant. It's more because we do as much as we can do with the resources that we have. However, there is a minimum needed just to maintain a viable system. Very roughly, in the preceding we have estimated that this minimum level is about:
 

$30-50k/year for build machines, disks to store releases online etc
1-2 FTE for product maintenance, about 25% chargeable to D0
1.75 FTE to do code releases, help developers, maintain D0's parts of SRT etc
2 FTE but need more for the graphics efforts.
1/2-1 FTE pulsed over a month or so to switch compilers or compiler versions about once per year.


There are a couple of projects that should be done, but aren't absolutely necessary. However they would make life a lot easier for our developers and everyone else. If we decide to do so, we'd need a few man-months of effort each: 

· To improve the RCP system by breaking out a "UCP" (Untracked Control Parameter) subset as a separate system. 

· To get rid of standalone object files used by the Framework.


Longer term, there is a real need to find the manpower for three long-term projects, two of which are documentation related.

· Someone is needed to concentrate on working with our developers to improve the quality of D0 code.

· A professional writer to concentrate on writing and maintaining good documentation for all of our systems.

· A webmaster to concentrate on improving 

These are long-term projects requiring about 2 FTE for about a year, tapering to 1 FTE after that. In addition to keep the web documentation system viable will require about $10/year.


CHAPTER 8 – NETWORKING

8.1 - D0  <->  FCC Network

D0 is currently connected to the Feynman Computing Center via Gb Ethernet carried over three pairs of fibers. We assume these connections can be driven at full rate by the network hardware on each end giving us a total capacity of 3Gb/s bandwidth.

A project is underway at this time (April 02) to increase the number of fiber pairs between D0 and FCC. A contract has been signed to run six additional pair of fibers from D0 to FCC.   The total cost of this contract is ~$20K. Cost of Gb port connections on each end in the 6509 switches is ~$1K. Hence the cost of adding such bandwidth is ~$5K/Gb/s when installing runs of six pairs. Reducing the number of pairs done at one time does not significantly reduce the cost of installation since it is dominated by labor costs.

Where a natural division of bandwidth occurs (such as between online and offline realms) it is easy to utilize multiple fiber connections. To utilize multiple fibers to the offline systems alone will require some additional effort. The ability to trunk together fibers to achieve high aggregate bandwidth was demonstrated by the RIP project for RunIIa. It is presumed that this will be a viable method for adding bandwidth when it is needed.

It is not yet possible to predict when 10Gb Ethernet will be viable option for increasing bandwidth on the Fermilab backbone. Endpoint connections for 10Gb Ethernet currently cost ~$30K each.   The higher capacity of 10Gb Ethernet also requires that the associated network hardware will have to be upgraded. We presume this is effectively replacing the 6509 switches with the next generation of equipment. Replacement cost will be similar to original costs of these units, i.e. $50-$80K. Full cost of converting to 10Gb Ethernet for the FCC to D0 link will likely be in the $100K-$200K range for all associated equipment.

8.1.1 Bandwidth Requirements for D0 <-> FCC Link

Bandwidth needs for the D0 to FCC link fall naturally into online and offline categories.  For the online systems this link must handle the expected peak data rate of 30MB/s, the ability to simultaneously drain any local buffer at about the same rate, and about 20MB/s of additional bandwidth for calibration sets and miscellaneous monitoring transfers.   This gives a total of ~80MB/s requirement for the online system. This can be handled by a single Gb fiber connection dedicated to online use.

The largest component of offline traffic between D0 and FCC will be generated by delivery of data via  SAM to  either the workstation cluster or to a CLUBS type batch installation. If we assume that data will be read form tape drives capable of 20MB/s rates then a single Gb fiber connection dedicated to data transfer will handle 6 delivery from 6 drives. If  all six new fiber pairs are used for data links this would handle 36 drives running at 720MB/s. The conclusion is that the existing fiber should be adequate for currently expected transfer loads. If additional bandwidth is needed, the cost of adding fiber connections is small compared to the cost of tape drives needed to fill the pipe.

Interactive and NFS traffic between D0 and FCC is not likely to increase significantly in RunIIb. This is currently carried by a single Gb connection. This should be more than adequate as long as the connection is not required to provide heavy analysis data delivery as well.

8.2 - Fermilab Connectivity to the Outside World

Fermilab currently has an OC3 (155Mb/s) connection to ESnet. This will be upgraded within the next year to an OC12 (622Mb/s) connection. However, this will not be likely to significantly improve the available bandwidth between Fermilab and most of D0’s collaborating institutions. This is true for two reasons. First, the ESnet  backbone itself is currently only and OC12 connection. This is expected to be upgraded to OC48 (2.45Gb/s) on a time scale of 12-18 months. Until that occurs we should not expect dramatically improved throughput to offsite locations. The second difficulty is that most of our collaborating institutions are not directly connected to Esnet.  Hence improving our connection to ESnet will not significantly impact our connectivity to these institutions.   

Most of D0’s collaborating institutions do have connections to networks that connect to the Chicago Starlite.   However, Fermilab does not currently have a direct connection to the Starlite.   There is an effort under way to provide such a connection. If it is possible to find available dark fiber between Fermilab and the Starlite then an OC48 connection could be in place within about 1 year.   Without such dark fiber this connection is probably several years away (~2006?). Possible use of fiber owned by ComEd or the CTA is being explored at this time.

A pessimistic scenario would be that Fermilab remains with an OC3 connection throughout this year and then goes to an OC12 connection to ESnet  sometime in 2003.   That would remain the primary link until an OC48 connection existed to Starlite sometime around 2006. An optimistic scenario would be that Fermilab goes to an OC12 connection to ESnet by the Fall of 2002. An OC48 connection to Starlite could exist by early 2003. The OC48 connection could be upgraded to OC192 (10Gb/s) whenever funding permits.

These connections are shared by all groups at Fermilab. The major customers for this bandwidth are D0, CDF, and CMS. We should not expect to get much more than about 1/3 of the available bandwidth. That places practical limitations on D0’s connectivity to our collaborators at about 6, 25, or 100MB/s for OC3, OC12, or OC48 connections respectively.

8.3 - D0 Local Network

The local network infrastructure at D0 will require some enhancements to deal with the increased data flow in RunIIb. The likely choke points in the network at D0 are in the hub wiring in DAB and the limited interconnects from the satellite buildings to the 6509 switch in DAB.   

Floors 3, 5, and 6 of DAB are outfitted with hubs connecting ~15 users each on a single 100Mb fiber ethernet connection to the 6509.  The most straightforward way to increase the bandwidth to DAB users is to replace the hubs with switches and Gb uplinks to the 6509. There are currently 21 hubs in DAB.  One could probably expect to cut this number in half when replacing the hubs with switches. That would imply installation of 11 Catalyst 2948 type switches at a cost of ~$50K. This would also require an additional 16-port Gb card for the 6509 switch at ~$8K.

The satellite buildings at D0 are currently each serviced by two Gb uplinks to the 6509 in DAB. Each building has at least two Catalyst 2948 switches with two Gb uplinks on each switch. Only one uplink on each switch is currently in use. The available bandwidth could be doubled at the cost of the additional Gb ports on the 6509, i.e. ~$8K.  If more bandwidth is needed, more 2948 switches could be added at a cost of ~$4K each.

The addition of a clued0 batch system (CLUBS) at D0 will require significant addition to the network infrastructure at D0. These nodes should be connected via Gb Ethernet to properly match higher rate tape drives expected to be in use within the next few years.    Expansion of Gb connections within the D0 buildings noted above will essentially fill the existing 6509 switch. We should expect to add an additional 6509 switch at D0 with several Gb cards to service CLUBS type operations. This would also mesh nicely with any attempts to trunk the long haul Gb connections between FCC and D0. Cost of the additional switch and Gb boards would be in the $50k-$60K range.

It is presumed that the bulk of any data transferred from FCC to D0 area would go to the CLUBS nodes and, hence, those nodes would account for most of the connectivity requirements at D0.  However, it is not unreasonable to expect that by 2006 the demands of the desktop systems might exceed the 100Mb/s connections that are currently available.   If the Gb Ethernet to the desktop is deemed a necessity, it would require major improvements to the wiring infrastructure in the D0 buildings as well as wholesale replacement of the network infrastructure.   The cost of such an upgrade of the desktop connectivity would be in the $400K range.

An additional switch will also be needed at FCC for the expected farm expansion. The expected number of nodes needed for the reconstruction farm in RunIIb is in the 400-500 range. A single 6509 switch can currently handle 384 nodes if fully configured with 48 port 100Mb boards.  Unless higher density boards become available in the next two years this will mean the addition of another 6509 for the farm. There should be sufficient extra capacity in this switch to handle  any expansion of  batch backends for the central analysis system as well.  Cost of this item will be in the $50K-$60K range.

8.4 – Networking for Remote Processing

The planned DØ Regional Analysis Centers (DØRAC) will permanently cache 10-20% of all raw data for processing or reprocessing and corresponding DSTs.   They will also hold 100% of the thumbnail data set. The total number of such DØRACs will be on the order of 10 throughout the collaborating regions. This will require a total aggregated data size shown in Table 1.

Table 1 Estimated total size of data set to be transferred from Fermilab Central Analysis Center to Regional Analysis Centers.   Data replication factor of 2 for raw and DST have been used to allow some level of replication between the RAC.  In addition, a replication factor of 10 has been used for Thubmnail data set due to 100% replication of the data set.   The total number of RACs used in this calculation is 10.

	Run Boundary
	Total Raw  (Factor 2 replication)
	Total DST (Factor 2 replication)
	Total Thmn (Factor 10 replication)
	Average Bandwidth  (Mbytes/sec)

	Run IIa (2yrs)
	600TB
	206TB
	103TB
	14Mbytes/sec

	Run IIb (4yrs)
	5.6PB
	1.9PB
	960TB
	130Mbytes/sec


Since some fraction of raw data are permanently stored in RAC’s cache storage area, data processing or reprocessing will not require additional bandwidth. However, data must be transferred at all times, utilizing 14Mbytes/sec and eventually to 130Mbytes/sec, just to store sufficient data set at RACs.   The average bandwidth needs means a DC data transfer throughout the given period of the run.
The principle idea behind the DØRACs is to limit network traffic within its own network sensible geographical area.  In other words, a person’s analysis should be self sufficient within his/her own Regional Network until one’s analysis is sufficiently finalized.   This is one of the policy matters that have to be elaborated in the DØ RAC requirement document. Therefore, the most important bandwidth requirement is imposed on the RACs, because they must be able to transfer 1.4Mbytes/sec of data from the central analysis center all the time and be able to provide access to its data to the users within its own regional network. Assuming on the average 8 institutions will be in the network of an RAC, each institutions have 20 people actively participating data analysis, and all of them want to access the full Run IIa Thumbnail, the total aggregated data size to be transferred is 10.3TB. Assuming each RAC is equipped with a gigabit network link, it would take 463 hours, excluding the 1.4Mbytes/sec preoccupied by the RAW data transfer.

For the network requirements of the central analysis center, we will assume that there are only 20% of the students and postdocs will be approved to get at the full data set that resides throughout the collaboration network. We will also assume all these people will want to get at Fermilab’s central analysis facility to access the full statistics to estimate a worst case scenario. Given the average total number of student and postdocs at around 200, we assume 40 people would like to access full statistics at any given time simultaneously, and the total network bandwidth is 10 gigabits/sec to the world, it would take 93 hours to deliver full Run IIa Thumbnail to all 40 people, excluding the bandwidth occupied by data transfer to RACs.

CHAPTER 9 – ANALYSIS TOOLS

Analysis tools were covered in chapter 7. This chapter may vanish.

CHAPTER 10 – DATABASES

The Offline Databases will continue to be stored in the  Oracle RDMS, hosted by the Computing Division and managed by the central database administration team. The database hardware and software infrastructure will continue to be upgraded as needed and in anticipation of planned database growth and use. We will continue to rely on a  3-tier application architecture, which makes use of a middle database server layer to isolate the user applications from the details of the database structure and interface, limits the concurrent number of users to the database, provides for common  performance and functional enhancements such as caching, transformation of the queried data to a more useable form etc, and provides for easier management of the overall system. It is expected that the number and variety of database applications will increase as the experiment moves into an operational analysis phase, as well as current applications requiring maintenance and periodic upgrade. The overall database and associated application  infrastructure will be enhanced to better support remote analysis as it becomes more widespread and the experiment relies more heavily on the remote institutions processing and analysing the datasets. Some replicatin of  databases to remote sites is anticipated – although at this time the scope and mechanisms are not worked through. As the D0 grid project proceeds it can be anticiated that extensions to and modifications of the database infrastructure will be necessary.

The current operational support for databases is described in the CD -D0 Run I Operations MOU. This should be updated in conjunction with or superceded this plan  as it is now a year old.



10.1 - Applications

While many applications are now in production there are still significant  database applications under development.  Over the next year it is expected that significant work on  user interfaces,  application access to the data and regular and varied report interfaces will be developed to provide information for the data validation, quality assurance, and detailed analyses needs. The application usage patterns as we move to stable operations need to be quantitavely studied to provide information for planning and sizing activities. 

A total of about 2-3 FTEs is needed for development and deployment over the next 6 months. This should drop to 1 FTEs until upgrades are needed for Run IIB.

	Application Name
	Responsible Person
	Status & Plans 

	Calibration 
	Taka Yasuda
	About ½ the applications are in production. Taka is coordinating with the individual application developers on delivery, testing etc. We expect work here as more data validation is done, and as the access profile increases. 

	Offline Luminosity and Streams
	Greg Landsberg,  Michael Begel,

Jeremy Simmons
	The offline luminosity application is not written. We are looking for a D0 physicist to take ownership of this – at which time we believe Wyatt will allocate some of Jeremy’s time. 

The design of supporting tables for Streaming is not started, neither is the application to access the streaming information. This is a fairly significant project that needs the experiment requirements and design work to be completed. 

	L1,L2,L3 Trigger
	Elizabeth Gallas
	Development will likely continue for the next 9 months. Reporting and physicst friendly interfaces will be needed after that time. It can be expected that a further round of work is needed for the Run IIB upgrades

	SAM File and Event Catalog
	Lee Lueking
	Covered in the data handling plan

	Speakers' Bureau
	Elizabeth Gallas
	Completed.

	Releases Request
	Harry Melanson
	Completed. May need some tweaking as release procedures change

	VLPC Calibration
	Volker Buescher
	This is now the responsibility of the online database group.

	RCP
	Steve White,

Marc Paterno
	The database side of this project is in abeyance. It is anticipated that no further work will be needed here.

	Run Summary and Conditions
	Jeremy Simmons

Vladimir Sirotenko
	An upgrade to this application is currently underway in support of data quality and validation. It is anticipated it will take another few months to complete.


The scope of applications needs between the Databases Support and Analysis Tools teams of data handling needs to be discussed and agreed to. A more detailed plan will be worked on over the next 2 months.  


 10.2 - Software Infrastructure

The three tier software infrastructure based on Corba for the protocol of the middle tier server is currently being extended  to support remote analysis and the expected increase in the number of users. This project will continue until at least the end of the summer and will need 2-3 peoples effort. The goals of the database server upgrade project are to:


- Increase performance under multiple user load through support for concurrent transactions and  data caching in the server. 


- Implement  offsite/remote  proxy servers to support local and/or  transient  isolation from failures of access to the Fermilab information (network failures, etc)


- Improve robustness,  failover and restart capabilities.

- Implement statistics gathering, user information and performance monitoring of the database server infrastructure. 

There will be a planned testing and deployment phase. This should involve remote collaborators who will benefit from the work. Work still remains to increase the ease of use, understanding and documentation by and for  the average physicist. This infrastructure will support production for several years. It is an open question as to whether the technology will be  gradually replaced at the beginning of Run IIB by the emerging  “web services” – xml, soap, wsdl – technology that is currently gaining in popularity.  Such a conversion would be a several-fte-year project. 

A planned transition to Oracle 9i from Orace 8.1 will be necessary some time in the next couple of years. This will be needed to enable continued production support from Oracle and to allow us to take advantage of new features and performance in the product. Oracle is now deployed on Linux as well as Solaris and effort is expected to allow production level support on this platform. 

We will investigate the use of public domain databases for some offsite use – but the preferred model is to make use of Oracle significant offerings to support all database users in D0

Curation, validation, recovery of data in the databases is an ongoing activity. Attention to analysis of the database performance and size profiles should be an increasing activity to increase the ongoing robustness of the system.

Additional Oracle licences will be required . It can be expected that an infusion of the order of $50K every few years (with 2002/2003 being an “on” year) will be necessary. Currently the Computing Division pays for the maintenance and support of Oracle and its layered products (designer, oem etc) 

	Task
	Effort
	Comments

	Database administration
	1.5 FTEs
	Increase to 2-3 FTEs for several months for significant upgrade in infrastructure

	Application infrastructure 
	1 FTEs
	2-3 FTEs til end of 2002, shared with SAM and remote access projects.

	Monitoring of the information
	.2FTEs
	


10.3 - Hardware

It is anticipated that the D0 databases disk requirements will grow at the rate of 200-300G/year - which together with the indexes and backup requirements  implies a disk purchase of around 1TB/year or $30-50K. This reflects only the disk needs of the offline production database. Other disk is required for test, mirror and development machines.

The load on the database server machines will increase as analysis ramps up and with the  size of the dataset.  It can be expected that more CPUs are needed in the  database server machines during the life of Run IIa. Alternative strategies will be explored - such as purchasing of more Solaris or moving to Linux host machines  - but it is expected that the total costs will not vary greatly and will average around $60K/year

Database  growth  in RIIb is difficult to estimate but we  assume it will not scale strictly with the data rate.  The number of detector channels is the same so calibration, trigger, and other configuration info scales only with time (duration of the run).  The SAM space will increase, but primarily the events table which does scale with event rate. This represents half of the sam space. We will probably increase the size of data files by a factor of 5 over what we use now, so the number of file records may be the same rate as we have now, the other stuff will be small.  The rate of increase (that is growth per year) is estimated to be of order 1.25 for IIB/IIA. Since the duration of the run is 5 years, and we need to keep the IIA info too, the system will need to grow to something like 10x what we have now.

At the beginning of the start of Run IIB luminosity runs, a significant upgrade to the database machine hardware will be needed. To migrate or extend a production system will take  careful planning and execution. For Run IIB this will involve new servers that are factors of 10 larger than in place today, as well as a new RAID array expandable to meet the Run IIb needs. It can be anticipated that about $300K in hardware will be needed. Traditionally such upgrades have been accompanied by upgrades in database and layered product versions which can then occur in parallel with the production services. 


It is expected that the database hardware will continue to be supported by the D0 systems group and will require about .5FTE in steady state, and double that during periods of upgrade.
	Application Name
	Estimated  size after  2 years

	Offline Calibration Top Level
	40MB

	Offline CAL calibration
	90GB

	Offline SMT Calibration
	80GB

	Offline Muo Calibration(MSC,MDT,PDT)
	30GB

	CFT Offline Calibration
	14GB

	CPS Offline Calibration
	2GB

	FPS Offline Calibration
	8GB

	FPD Offline Calibration
	??

	Offline luminosity and streams
	200GB

	L1,L2,L3 Trigger
	2GB

	SAM File and Event
	700GB

	Speakers' Bureau
	80MB

	Releases Request
	100MB

	VLPC Calibration
	7GB

	RCP
	2GB

	RUN_CTL_COND
	105GB

	
	1.15TB


More of the current and anticipated  size  of the databases is given at http://fncduh1.fnal.gov/supportdb/d0ora1_18month_plan.html


 10.4 -  Remote Access

Support for remote analysis and processing of the Run II data is a key deliverable over the next 12 months. The hardware and support infrastructure will in general be supplied by the remote institutions. It would be useful to specify these expectations in the institutional MOUs. The effort for this is included in the paragraphs above, but it should be expected that 10-20% FTE will be needed at each site to keep the infrastructure in production use. 

It is planned to have a snapshot of the databases needed for analysis at at least one additional site than Fermilab in order to remove this single point of failure in the data access system. The easiest scenario is to copy only read-only data, such as calibration, run information, luminosity, and a subset of the sam tables. The site hosting the replica would need to provide technical and operational support for a production system. 


10.5 - Grid Infrastructure

Upgrades to the database infrastructure will most likely be required as the merge of SAM with standard grid middleware proceeds. This can be done pragmatically and in stages with effort coming from the  specific development and deployment projects.



CHAPTER 11 – ONLINE

The proposed upgrades to the Online System are described in detail in the Trigger and Online Upgrade TDR which can be found in the following web page:

http://d0server1.fnal.gov/projects/run2b/Meetings/Temple/April02/Temple_web_files/D0_Run2b_Trigger_TDR.pdf
Chapter 8 covers the Online system.

CHAPTER 12 – SECURITY ISSUES

12.1 - Overview

We can describe security as the process of preventing folks from doing things they aren't supposed to do, while trying to facilitate the things they ARE supposed to do. This definition exposes the tension between often mutually exclusive goals immediately. As usual in such cases, the optimum is subjective and based directly on value placed on various outcomes.

From a security responsibility perspective, accelerator operations are the responsibility of the Directorate and they manage this directly. Data collections capability is the responsibility of D0 operations and is reviewed by a number of Directorate appointed panels charged with, among other things, planning and reviewing the security measures

taken.  The remaining category - effective support of D0 physicists - is the prime subject of this document. Within the constraints of Lab Policy, the collaboration has the responsibility (and authority) to determine operational risks and appropriate security effort.

The collaboration faces 3 primary sources of threat: 1) undirected threat (mechanical failures, system component failures, infrastucture failures, "acts of God"), 2) external threats (script kiddies, vandals, saboteurs) and 3) internal threats (erroneous use,

competetive use, theft, sabotage).  The first is addressed by engineering practices and review and is largely dealt with in the particular subsystem planning portion of this document. The second is the usually considered threat when talking about security in a research environment. There is an exponential falloff in likelihood of attack from the sources listed in increasing skill and malice. The typical approach is to deal with these threats with a combination of monitoring and access control.  A similar graded distribution of threats is present in the third category.  Here the access controls are not as effective and the situation less well planned or characterized.

In dealing with risks, it is useful to categorize two types: 1) operational risk and 2) franchise risk. The first are risks to the continued capability to operate: damage to equipment, destruction of data, etc. These lend themselves to a cost/benefit analysis and

objective evaluation. The second are risks to the continued permission to operate (funding requirements, legal mandates, loss of public trust, etc.). These are often volatile, poorly understood and difficult to evaluate.  Forecasting in this environment is frought

with uncertainties since changes tend to be sudden and changes in character not only quantity. Nevertheless extrapolation of recent trends is the best available guide for future planning.

From the perspective of D0 operations, the loss from the current disruption rate is

smaller than the resources currently invested in computer security monitoring and precautions. The deterimental effect to efficiency of the scientific collaborators of any further measures would significantly outweigh any expected reduction in the grief from computer security incidents. D0 will look to FNAL to determine the tolerable level of incidents from other perspectives ( PR damage, external requirements, etc.) and follow sitewide mandates that arise.

D0 wishes to emphasize the value of global convenient access to computing resources of the collaboration and to minimize the impact of security measures intended to protect/assure researchers access to those resources.

12.2 -  Framework Operational Security

The operational failures of the experiment has to date been dominated by faults in the hardware and experiment-produced software. While the external threats may increase and change in character, I see no reason to change the existing operational structure or planning methods.

FNAL Regulations are dealt with in the process of the critical system review.  For run IIb both the threat analysis document and critical system plan will have to be reviewed. This effort took approx 10 FTE months of systems experts the first iteration. While I suspect that much of this analysis/design will survive, it seems imprudent to expect the situation to improve by more than a factor of 2 from the previous experience.

12.3 - Data Protection

Our experience would suggest that loss of data is much more likely from mistake or software bug than from malicious act. However, it can be very difficult to distinguish between erroneous and malicious actions. The goal thus will have to be to prevent conditions where an unacceptable error could be made even by authorized users. I believe the threat of data theft can be ignored, with the possible exception of theft of media for its resale value (eg. stealing disks)

12.4 - MisUse Protection

This is probably the most difficult section to plan/project. There are a number of distinctions, levels of scale and concerns all operating here. 

Misuse has two primary effects: a) the displacement/disruption of legitimate use of a resource and b) the unintended use of a resource to disrupt others. The first is monitored at the appropriate level by the operational requirements with their attendant tools for attribution of commands or grief. From a security perspective, this leads to requirements on authentication strength and system monitoring tools. We expect current and planned efforts suffice in this area.

Unintended uses are often unobserved. They happen via unauthorized access via traditional channels (typically with a compromised authentication token) and via unexpected channels (eg. application buffer overflow attacks). Both of these are currently very labor intensive to spot and to prevent. However, since they have historically not significantly disrupted experiment operations, D0 will continue to comply with sitewide standards and not implement further restrictions/actions on its own part.

12.5 - Physical Security

During operational periods, the detector operation is monitored continuously and would detect any significant damage. Physical access to the detector is controlled by the radiation interlock system and the personal protection requirements on that system are high enough to satisfy any physical protection requirements.

There are electronics rooms and cable plants outside the interlocked areas that are critical to the operation of the detector. It is not clear what level spares or speed of replacement would be available in the event of a destructive incident. Again, in operation these systems are closely monitored.

In open access conditions both the monitoring and access controls for both sets of devices

are much loose and not sufficient to rapidly detect damage in most cases. There is a possible vulnerability here that should be analyzed.

The general office areas and workshops have a number of items with resale value and are

vulnerable to loss by theft. The aggregate amount has historicly been low (but not zero)

and the benefits of continued round the clock access and limited impediment of movement outweigh benefits of a stricter access control policy. The strategy has been, and should continue to be, for owners of materials at risk to take appropriate local precautions.

CHAPTER 13 – BUDGET

This chapter summarizes the projected equipment spending, and provides some information about the assumptions used to make the projections.  The Laboratory has provided guidance of  $2M per year.  

13.1 - Budgeting Assumptions

For the purposes of making estimates, assumptions about the data rates have been made.  Run II consists of two phases, where phase 1 covers the time between now until the shutdown for the installation of the new silicon tracker and trigger upgrades.   For phase 1, we retain previous assumptions about data rates and size per event for data tiers.  Phase 2 is the 4 year period after the upgrade, with 2005 providing the transition.    We take the average L3 output rate in phase 2 as 3 times the current nominal, or 75 HZ, which corresponds to 150 Hz peak output rate.   We assume the average for all instantaneous luminosities.  To make estimates of tape and disk storage needs, we identified many possible data tiers and assigned a factor for the percentage relative to the number of raw events that needs to be stored.  The assumptions are shown in the first two tables with one possible assignment, with the weights shown.  The tiers are defined as follows: raw/reprocessed is the data tier for which the raw data is kept with the reconstructed output.  Such samples are useful for trigger and reconstruction studies and some select type of physics analysis such as W mass might need more information than the DST can provide.  The data summary tier (DST) is expected to have sufficient information to allow some limited re-reconstruction.   We assume that slightly more DST than raw data will be stored on tape to allow for some re-reconstruction.  The thumbnail (also called the TMB or the micro-DST) is a physics summary format, and is presumed to be the starting point for the most user analysis.  We anticipate that most derived data sets will be subsets of the thumbnail, and we allow for some amount of these sets to be stored on tape.  On disk we assume that there is one primary sample and the derived data sets are keep on project disk.   The Monte Carlo size per event is larger for the comparable data tier as the truth information is also stored.  The amount of the Monte Carlo tiers which must be stored require trade offs between tape costs and the ability to re-reconstruct and to re-run the trigger simulation.  The disk storage percentages listed are an attempt to sizing the SAM cache to facilitate analysis.  

Table 3 shows the storage needs for tape and disk resulting from these assumptions for the two phases.

	rate increase assumptions

	
	rate factor
	3

	
	Phase_1
	2

	
	Phase_2
	4

	
	last year
	2009

	
	total years
	6

	
	down year
	2005

	
	
	


Table 1 summarizes the duration of the phases assumed in the budget planning.

	Data assumptions
	data assumptions
	
	
	

	
	
	
	
	
	

	Rates
	average event rate
	22
	Hz
	
	

	
	raw data rate
	5.5
	MB/s
	
	

	
	Geant MC rate
	11
	Hz
	
	

	
	
	size
	
	tape factor
	tier disk factor

	Sizes
	raw event size
	0.3
	MB
	1
	0.001

	
	raw/reprocessing size
	0.5
	MB
	0.2
	0.001

	
	data DST size
	0.125
	MB
	1.2
	0.1

	
	data TMB size
	0.0125
	MB
	5
	1

	
	data rootuple size
	0.01
	MB
	
	0

	
	MC D0Gstar size
	0.7
	MB
	0
	0

	
	MC D0Sim
	0.3
	MB
	0.2
	0

	
	MC DST size
	0.2
	MB
	0
	0

	
	MC TMB size
	0.02
	MB
	2
	0.5

	
	PMCS MC size
	0.02
	MB
	2
	0.5

	
	MC rootuple size
	0.02
	MB
	0
	0


Table 2 summarized the phase 1 data rate assumptions, the data tiers and the percentage of the tier relative to raw that is tape and disk resident

	data samples (events)
	
	
	
	
	

	
	1 day
	1 year
	phase 1
	phase 2

	
	 
	 
	2
	years
	4
	years

	
	 
	 
	 
	 
	 
	 

	event rate
	1.90E+06
	6.94E+08
	 
	1.39E+09
	 
	8.33E+09

	 
	
	
	 
	 
	 
	 

	TAPE data accumulation (TB)
	 
	 
	 
	 

	raw event
	0.57
	208.14
	 
	416.28
	 
	2497.65

	raw/reprocessing
	0.19
	69.38
	 
	138.76
	 
	832.55

	data DST
	0.29
	104.07
	 
	208.14
	 
	1248.83

	data TMB
	0.12
	43.36
	 
	86.72
	 
	520.34

	data rootuple
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC D0Gstar
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC D0Sim
	0.11
	41.63
	 
	83.26
	 
	499.53

	MC DST
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC TMB
	0.08
	27.75
	 
	55.50
	 
	333.02

	PMCS MC
	0.08
	27.75
	 
	55.50
	 
	333.02

	MC rootuple
	0.00
	0.00
	 
	0.00
	 
	0.00

	total storage (TB)
	1
	522
	 
	1,044
	 
	6,265

	total storage (PB)
	0.001
	0.52
	 
	1.04
	 
	6.26

	total storage (GB)
	1,430
	522,078
	 
	1,044,157
	 
	6,264,942

	
	
	
	
	
	
	

	TIER DISK data accumulation (TB)
	 
	 
	 
	 

	raw event
	0.00
	0.21
	 
	0.42
	 
	2.50

	raw/reprocessing
	0.00
	0.35
	 
	0.69
	 
	4.16

	data DST
	0.02
	8.67
	 
	17.34
	 
	104.07

	data TMB
	0.02
	8.67
	 
	17.34
	 
	104.07

	data rootuple
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC D0Gstar
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC D0Sim
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC DST
	0.00
	0.00
	 
	0.00
	 
	0.00

	MC TMB
	0.02
	6.94
	 
	13.88
	 
	83.26

	PMCS MC
	0.02
	6.94
	 
	13.88
	 
	83.26

	MC rootuple
	0.00
	0.00
	 
	0.00
	 
	0.00

	total storage (TB)
	0
	32
	 
	64
	 
	381

	total storage (PB)
	0.000
	0.03
	 
	0.06
	 
	0.38

	total storage (GB)
	87
	31,776
	 
	63,551
	 
	381,308


Table 3 shows the total data storage required for assumptions listed above for phase 1 and phase 2

13.2 - Equipment Contributions from Institutions

 

The D0 Computing and Software model relies on contributions from the D0 collaborating institutions.  For example, the Monte Carlo production of the complete chain of generation, detector simulation, digitization, reconstruction and trigger simulation takes place offsite at the remote centers.  In addition, we expect that many groups will pursue analysis at their home institutions.  The D0 Regional Analysis Center Working Group is studying requirements and potential organizations to facilitate remote analysis. We are investigating the feasibility of supporting the re-reconstruction of collider data at the remote centers.

 

In addition, CLueD0 desktop cluster is composed of machines contributed by the institutions and is managed by members of D0 contributing institutions.   Institutions have provided project disk on D0mino, and we anticipate that model will continue.  We also anticipate that institutions will contribute to CLuBs, the CLueD0 back end or CAB, Central analysis backend on D0mino.

 

13.3 - Analysis and Data Access Patterns

 Various analysis categories can be identified:

 

· Group creation of derived data sets for primary physics analysis

·  DSTs

· Thumbnails

· Pick events

· Individual creation of derived data sets

· Background studies and efficiency determination that cannot be done on derived data sets

·  Trigger studies

·  MC studies

·  Generation of test samples

· Generation of fast MC samples (PMCS)

· Trigger simulations studies for efficiencies and tuning trigger conditions and algorithms

·  Reconstruction studies for efficiencies and algorithm development

· End level user analysis on derived data sets

 

At this time, D0 does not have a large data sample, nor is the output of the reconstruction written in the final formats.  The primary analysis efforts have been focused on gaining a basic understanding of detector performance.  However, we can look at current access and analysis patterns as a guide to the eventual patterns.  Most primary analysis is done on the available high-level data tier—which is currently the root tuple generated by the reconstruction.  There have been physics group coordinated efforts to generate derived data sets by skimming through root tuple or reco output and to pick event samples of raw data for re-reconstruction studies. There have also been coordinated efforts for specialized reprocessing of small data sets for tracking studies and physics studies.  

 

Extrapolating from these access patterns as well as the experience from Run I, we will assume that small groups of individuals, coordinated by physics and analysis groups will generate derived data sets for more general use, using D0mino or CAB.  Such data sets could include skims of the thumbnails to generate samples suitable for desktop analysis, skims of the DSTs for background studies or analysis for which the thumbnail does not contain sufficient information, or when some limited re-reconstruction is required.  Similarly, physics or analysis groups should co-ordinate efforts to obtain large samples of picked events.  To regulate the DST access, we expect to provide the “freight train”, the process of having rotating DST samples on disk, with the goal of cycling through all DSTs within a few months. In this model, it is assumed that the bulk of the user analysis is done from derived data sets that were generated from the thumbnails, and that many of those data sets in general are small enough that desktop analysis is feasible.  Larger data samples of approximately 1 TB can be accessed on CluBs and the other regional centers.    

 

For planning purposes, we assume that all of the analysis computing needed to generate the derived data samples needs to be provided by D0mino/CAB, and consequently is an FNAL supported resource.  Generating derived data sets from the thumbnail is not likely to be a compute intensive operation, current estimates from La Macchina average roughly 0.1 sec/event.   Ideally, the generation of the derived data sets keeps pace with farm production, but when a problem is discovered, the entire derived data set might need to be regenerated on a fairly short timescale.  Generation of the DST derived data sets, on the other hand, is likely to be time intensive, and in this document it is taken to be of the same scale as farm processing when operating at peak.  A demonstrative thought experiment would be to consider a year’s worth of DSTs.   Computing equivalent to the farm processing would be needed during a three-month period to support 3 users looking at 1/3 of the total data set, if each user needed ¼ of the farm processing time/event for the analysis.   Additional information to consider is that current analysis use on D0mino and ClueD0 is estimated to be the equivalent of 350 500 MHz processors.  That is comparable in size to the current reconstruction production farm, which is sized to handle a steady data collection rate of 15 Hz.   The D0mino/ClueD0 estimate includes all types of analysis of which DST processing is a relatively small part at this time. Scaling factors would have to be applied for the number of events to process and the number of analyzers and the types of analysis processing.  For the purposes of planning, we estimate that the analysis needs scale with the size of the reconstruction farm (which scales with the output rate and the processing time), and requires twice the capacity.    We assume the same processing efficiency factors as for farm production, although that is likely to be an overestimate in the case of an analysis system.   

 

Chapter 5 shows one example of calculating the cost of for farm processing with a certain set of assumptions.  Here, we assume an overall processing time of 100 sec/event to include the reconstruction, any re-reconstruction and analysis. For example, that could break down to 30 sec/event for reconstruction and 60 seconds for analysis with no reprocessing capability.  The costs are shown in Table 6.  The reprocessing fraction is set to 0% (unlike in Chapter 5).

 

13.4- D0mino

 

Chapter 6 describes D0mino and its roles.  The processors on D0mino are becoming obsolete (192 300 MHz) and the machine was commissioned in 1999 with an anticipated five-year service life.  Consideration must therefore be given to replacing or upgrading D0mino on the timescale of 2005.  Replacing D0mino in kind with another SMP machine of similar scale with fewer, but more current processors would cost approximately $2M.  This is cost prohibitive, and to stay within the guidance, would require scaling back the amount of analysis and reconstruction farm computing power by a factor of 2.   However, there is as yet no completely demonstrated alternative using all commodity components that can complete replace D0mino’s functions.  At this time, the strategy is to explore commodity solutions by deploying CluBs and CAB.  After gaining a year’s experience with these systems, we will be in a better position to understand how to design an all commodity system for our analysis patterns, and the costs of such a system in terms of support, reliability, and data handling.  In this document, we make no assumptions about mechanism for replacing D0mino, but allocate $150K per year in phase 2 to provide disk cache and servers.

 

13.5 - Robotic Storage and Disk Cache

The estimated roadmap for tape and disk storage is detailed in Chapter 4.

 

For phase 1, D0 needs approximately 1 PB of robotic storage, assuming that the final data formats and data rates are achieved. 

 

D0 has access to two different types of robotic storage.  The collider data is stored in an STK Data Center silo capable of storing 300 TB of data with the current generation of drives (known as 9940s) and media.    In addition, there is an ADIC AML2 robot with is capable of holding 1.5 PB with the current generation of LTO drives/media.  This robot is currently used for Monte Carlo storage.  D0 has an option to buy a second STK silo, giving D0 a total of 2 PB of storage with the current generation of drives and media.  However, it has not been demonstrated that the LTO drives/media are operationally reliable for large data sets, although tests are underway at this time.  In addition, the next generation of 9940 drive will be available shortly for testing, and if that drive meets specifications, the two STK silos will be sufficient for the phase 1 needs, with the Monte Carlo data remaining in the AML2.  For the purposes of costing robot storage for the next three years, we have assumed that we will purchase the second silo in FY-2003.
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Plot 1 shows the load on the nine existing 9940 drives.
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Plot 2 shows the load on the six existing LTO drives

In addition to the storage capacity, sufficient drives are necessary to store an access the data.  A rough estimate of the number of 10 Mbyte/sec drives needed for phase 1 operations

· 3 required to support online operations 

· 3 required to support Farm operations

· 2 required to support incoming MC

· 8 to support Freight train operations to spool through the DST sample in 3 months in 2004

· 4 to support secondary analysis stations such CluBs, remote centers

· Pick events will have to be tightly controlled, could consume an infinite number of drives.

 

STK 9940 drive and accessories costs $30K and the LTO drives cost $11K, so it would certainly be beneficial if the LTOs drives meet our specifications.  However for the purposes of costing the system, we assume that 9940 drives will have to be purchased.  We assume that 20 drives will be purchased in 2003, and an additional 10 drives will be necessary in 2004 to support analysis activities.

 

For phase 2, we have assumed the purchase of an STK silo and 20 drives per year, which should nominally met our storage needs assuming future generations of drives and media are available in 2005.  Coming late in phase 2, is the estimation that disk costs will be less than tape cost.  Prior to such a time, it would be prudent to consider the role that disk will play on those time scales.

In phase 1, we plan to add an additional 18 TB of disk per year to D0mino.   This would primarily be added to the SAM cache and used for TMB storage and DST operations. Institutions can contribute project disk space as well as additional disk for CluBs.  For phase 2, the issue of disk purchases is tied up with the replacement of D0mino.  While inexpensive, all fiber channel disk would have to be replaced. We assume here $150K per year for disk and costs to serve that disk in phase 2.

 

13.6 - Infrastructure costs

 

The costs associated with the databases are detailed in Chapter 10, and include the cost of database machines, disks and controllers, backups and software.  The networking costs are detailed in Chapter 8, and include expanded links between the DAB, the trailers and Outback, DAB and FCC, additional switches for DAB and the farms.  In phase 2, the upgrades can be substantial, including a 10 Gb backbone from FCC to D0, and Gb to the desk tops.

 

There are additional costs to support the releases with Linux build machines and disks, to provide web servers, and to supply servers for small specific purpose SAM stations.  These costs are summarized in the table.

	Infrastructure Costs
	2003
	2004
	2005
	2006
	2007
	Total

	Databases:
	
	
	
	
	
	

	
	
	
	
	
	
	

	DB Hosts, Sun, then Linux
	$60,000 
	$60,000 
	$25,000 
	$25,000 
	$25,000 
	

	non COTS disk and controllers
	$60,000 
	$20,000 
	$10,000 
	$10,000 
	$10,000 
	

	Mirrors
	$30,000 
	$15,000 
	$25,000 
	$15,000 
	$15,000 
	

	Software
	$50,000 
	$0 
	$50,000 
	$0 
	$50,000 
	

	DB totals
	$200,000 
	$95,000 
	$110,000 
	$50,000 
	$100,000 
	$555,000 

	
	
	
	
	
	
	

	Networking
	$30,000 
	$50,000 
	$100,000 
	$500,000 
	$100,000 
	$780,000 

	
	
	
	
	
	
	

	Build Machines
	$50,000 
	$50,000 
	$50,000 
	$50,000 
	$50,000 
	$250,000 

	I/O Machines 
	$50,000 
	$50,000 
	$50,000 
	$50,000 
	$50,000 
	$250,000 

	
	
	
	
	
	
	

	Total, fixed cost
	$330,000 
	$245,000 
	$310,000 
	$650,000 
	$300,000 
	$1,835,000 


Table 5 shows a summary of the infrastructure costs 

	Preliminary Cost Estimate
	
	
	
	
	
	
	

	
	2002
	2003
	2004
	2005
	2006
	2007
	Total

(2003-2007)

	Fixed Infrastructure Costs
	$400,000
	$330,000
	$245,000
	$310,000
	$650,000
	$300,000
	$1,835,000

	farm + analysis cpu
	$800,000
	$595,000
	$869,000
	$1,417,000
	$500,000
	$500,000
	$3,881,000

	disk cache
	$0
	$150,000
	$100,000
	$50,000
	$150,000
	$150,000
	$600,000

	robotic storage
	$400,000
	$150,000
	$0
	$150,000
	$150,000
	$150,000
	$600,000

	tape drives
	$200,000
	$600,000
	$300,000
	$300,000
	$600,000
	$600,000
	$2,400,000

	IO system
	$150,000
	
	
	
	
	
	$0

	Backup facility
	
	$350,000
	
	
	
	
	$350,000

	
	
	
	
	
	
	
	

	Sum
	$1,950,000
	$2,175,000
	$1,514,000
	$2,227,000
	$2,050,000
	$1,700,000
	$9,666,000


Table 6 shows the projected spending from 2003 to 2007, with some spending numbers from 2002 available as a guide.  2002 robotic storage includes the purchase of the 9 9940 drives, to show that more drives will be purchased in 2002.  A project disk backup system is included in the 2003 estimate.

The preliminary cost estimate falls within the $2M guidance, if D0mino is not replaced with an SMP machine.

CHAPTER 14 – SUMMARY
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� For other detectors, this is done before digitization, but there is no such step for the calorimeter, so the noise simulation is performed in the pileup package.


� An event taken at a random beam crossing.
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Figure 3.  Overview of SAM distributed components. 
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Sheet1

												Technology Tracking Plots for Futures Costing Estimates

		Date		Comments on Sample		Commodity CPUs						SMP CPUS						Commodity Disks						Datacenter Disks						Tapes						Tape Drives						Memory						LAN						WAN

						SPEC95		$ (1000s)		Perf/K$		SPEC95		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		MB/s		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$

		1/16/96		Connect to Mount's plots		0.05		1.00		0.05		0.25		1.00		0.25		0.10		0.30		0.33		2.00		1.00		2.00		0.20		1.00		0.20		0.50		2.00		0.25		0.03		0.43		0.07

		6/4/98		FT97 purchase		406.40		85.00		4.78

		3/4/99		KTeV DLT purchase																										15.00		43.20		0.35

		7/30/98		fsgi03 purchase								139.20		176.00		0.79

		6/1/99		RunIIa purchase		2060.00		132.00		15.61

		7/17/99		AFS purchase																				1500.00		129.00		11.63

		7/17/99		d0min0 purchase								1158.40		1032.00		1.12								5000.00		336.00		14.88

		7/29/99		KTeV DLT purchase (2)																										15.00		42.60		0.35

		10/1/99		8mm stockroom																										0.01		0.00		1.92

		2/1/00		KTeV disk purchase																				2800.00		148.00		18.92

		3/1/00		Best Buy sales														40.00		0.30		133.33

		4/1/00		CDF M2 req																										0.06		0.09		0.67		12.00		4.50		2.67

		8/31/99		fsui03 purchase								83.40		105.00		0.79

		4/24/00		Viking Webpage for Origin 12K																																						4.00		20.00		0.20

		4/22/00		CompUSA EDO memory																																						0.03		0.10		0.32

		10/24/88		VAX 8600 memory																																						0.06		48.00		0.00

		8/7/00		D0 FC disk																				8176.00		117.00		69.88

		9/6/00		CMS farms buy		2472.00		180.00		13.73

		9/6/00		CompuSA IDE disk														60.00		0.23		266.67

		5/5/00		CDF M2 req (tapes)																										30.00		37.00		0.81

		8/28/00		CDF M2 req (tapes)																										5.40		6.48		0.83

		8/10/00		CDF M2 req (drives)																																192.00		102.00		1.88

		6/16/00		O2200 buy (FNALU,Farms,Minos)								217.20		64.00		3.39

		8/11/01		D0 Farm Buy		4464.00		93.00		48.00

		1/1/02		CDF Farm Buy		5038.74		104.50		48.22

		2/1/02		Best Buy sales														160.00		0.26		615.38

		10/1/01		CDF SGI expansion								1088.00		418.00		2.60

		12/1/01		DuPage fair																																						0.26		0.06		4.27

		10/1/01		d0min0 purchase																																						48.00		142.60		0.34

		3/1/01		9940 drives in STK																																10.00		27.00		0.37

		3/1/01		9940 media in STK																										0.06		0.08		0.76

		2/1/02		DVD-R media from SuperMedia																										0.00		0.01		0.94

		2/1/02		Workstation single estimate		102.30		1.40		73.07

		2/1/02		CDF FC disk buy																				41400.00		460.00		90.00

		6/1/05		BTeV/CMS projection						500.98						92.28						1798.18						208.02						4.42						5.53						1.65

		6/1/06		BTeV/CMS projection						892.64						173.30						2950.21						341.29						6.15						7.69						2.29

		6/1/07		BTeV/CMS projection						1590.50						325.43						4840.33						559.95						8.56						10.70						3.18

		6/1/08		BTeV/CMS projection						2838.44						612.17						7952.17						919.94						11.92						14.90						4.43
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