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Online monitoring of the collider data is of paramount importance.  It enables us to ensure that all of the detectors are working properly and that the data are of high quality to do good physics.  During Run I, such monitoring was accomplished using various detector “examines”, global examine and global monitoring programs.  The goal of this note is to briefly discuss monitoring, outline some proposals as to how to proceed with the development of global monitoring in the DØ control room.

Various levels of data monitoring are needed.

Monitoring of Detector Performance:

· Detailed detector performance monitoring using raw and reconstructed data.

· Accomplished by various Detector Examines 

· A global overview of performance of all the detectors using reconstructed objects

· Can be accomplished by a Global Detector Examine or by means of

a subset of summary histograms/information from detector examines.

Monitoring of Data Quality for physics:

· Monitoring quality of data for physics using particle ID (e.g., jets, electrons) and physics (e.g., W, Z) objects.

· We propose to develop a Physics Examine for this purpose

· A Display Examine that provides an online event display.  It has to be menu-driven, to enable selecting triggers and  to enable selecting displays and sequences of displays.

Graphical User Interface (GUI) for Monitoring: 

· A GUI to enable interactions with the Examine programs.  A ROOT-based GUI has been developed by Joel Snow and we plan to study this carefully. Some detector examines have already adopted this.

Detector Monitoring:

Detector monitoring programs (Examines) have been developed to various levels of maturity for the Silicon Micro-strip Tracker (SMT), Central Fiber Tracker (CFT), Calorimeter (CAL) and for the Muon System (MUO).  Most have online and offline versions.  The online Examines sample triggered events and produce histograms of raw data (ADC counts, energies, times, pulse heights, …) as well as reconstructed objects (hits, tracks, …).  These histograms are stored in either HBook or ROOT files.  There are a large number of histograms in some detector examines which detector experts can look at for monitoring the detector performance in detail and for diagnosis of problems.  The examines are run by detector shifters in the control room.  A sub-set of the histograms are usually looked at by them to monitor the health and performance of the detector for which they are responsible.

For global detector performance monitoring, the following approaches are possible.

1. Provide summary histograms (5-10 per detector) for each detector in the detector examines.  These histograms are to be put into the D0 e-log periodically (to be defined) by the respective detector shifters.  Shift captain and detector experts and all interested parties will be able to access these for evaluation. If summary histograms are not already available, the appropriate detector examine should provide them.

2. Provide summary histograms for each detector using a global detector examine built as a concatenation of some of the packages already used in detector examines. Something akin to this was tried until a few months ago, using pieces of code from various detector examines.  If the component packages of global examine are not already available, then the detector examine czars should provide these.

Our recommendation would be option #1.  We think it is unnecessary to duplicate effort in development and monitoring. 

Physics Monitoring

We plan to develop an examine package  (Physics Examine) that runs a stripped down version of RECO including only rough particle ID and some fast physics analysis.   The physics examine will use particle objects and physics objects to make histograms and  to produce a root-tuple which will be available on disk for a day (to a few days).  

Example Physics Histograms:

· Integrated luminosity as a function of time

· Primary event vertex distribution

· Number of secondary vertices or impact parameter distribution

· Number of b-tags

· Transverse momenta of jets

· Jet multiplicity

· Transverse momenta of electrons, muons and taus

· Multiplicity of high Pt leptons

· Mass of J/Psi 

· Transverse mass of W 

· Z mass  

The last three histograms are for providing counters for some standard physics processes.

The physics examine will serve the purpose of global monitoring that was carried out in Run I.  It will give the shift captain ( and others interested) a glimpse of the quality of  data for physics and alert as to problems if any should develop.

Work has already begun on developing the physics examine.  We intend to avail ourselves of the help of ID and physics groups in producing pieces of code should it become necessary.

Practical Issues: Running full-blown RECO (P10) has been shown to take, on an average, from about 10 sec/event for an ALL stream data to about 200 sec/event for a ttbar monte carlo with <2.5 min-bias> events superposed (probably on d0mino).  The DAQ rate is expected to be 50 Hz.  Depending on how long the physics examine will take, in order to have reasonable sampling of data, it may be necessary to (1)grab events and write them to local files for processing with some latency, (2) provide a dedicated large CPU for running the physics examine and (3) provide sufficient disk to cache the root-tuples for some number of days.  We are also exploring what offline facilities such as databases, etc. are absolutely essential and which ones we can do without.

Display Examine

Presently the interim event display is provided by D0ve package which was developed as a debugging tool not as a sophisticated event display.  A new 2D Open -Inventor-based is currently under development.  As soon as this is functional, it will replace the current D0ve display.  We will look into the display examine issues in future. 

Trigger Examine

We are exploring the need for a separate Trigger Examine and its specific monitoring functions.  Physics Examine will have some histograms for monitoring rates of important Level-3 triggers.

Run Certification

We plan to provide a global certification web interface which allows each run to be certified as GOOD or BAD for physics analysis based on online monitoring.  The certificate will also have relevant status of various sub-detectors for use in specific analyses.  The information from this certification will go into a Runs database.

