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Close out Report of the Run II Computing Review

13-15 September 2005.

Executive Summary

The review took place in the Feynman Computing Center at FNAL on 13-15 September, 2005. The members of the review committee were:

· Jim Shank, Boston University, Chair

· Lothar Bauerdick, Fermilab

· Jacek Becla, SLAC

· Mark Green, U. Buffalo

· Graham Heyes, Jefferson Lab

· Mike Hildreth, Notre Dame

· Fairouz Malek , IN2P3

· Craig Prescott, University of Florida

· Paul Sheldon, Vanderbilt U.

· William Trischuk, Toronto U.

· Jon Urheim, Indiana University
· Summary of Findings and Recommendations

(Note: these are not in priority order)

Very soon, it will be a requirement that access to generic grid resources will be via “standard” interfaces; we expect that this will apply to the vast majority of resources, both computation and data storage.  Many of our recommendations are based on this premise.  

1. The committee commends CDF for new developments utilizing existing standard grid tools (Condor glide-in) to extend their functional environment to remote resources.  The reliance on external connectivity of worker nodes will be a serious limitation to their access to available resources; we encourage them to develop the infrastructure to eliminate this impediment.  Whatever method is chosen for grid job submission, CDF needs a data model with a data manager, SAM, for example, that is tightly integrated with managed storage (storage elements).  We are concerned that the manpower devoted the Condor glide-in development effort is insufficient.

2. The committee would like CDF to better-define their model for offsite computing (analysis and central tasks).  Specifically, how are they planning to utilize grid resources to meet their needs?  In addition, the CDF hardware resource profile needs further scrutiny and refinement.
3. A better understanding of the CDF analysis model may produce economies of resources, on-site and off-site.

4. The CD is to be strongly commended for their long term vision of common solutions for computing and storage infrastructure.  Fermigrid seemed like a great idea last year, and now it seems like a requirement.  It is also leveraged as a useful testbed for experiment-based infrastructure development.  The progress in making SAMGrid more robust and scaleable is duly noted.

5. We strongly encourage the continued evolution of SAMGrid to OSG/LCG interoperability.

6. The committee is concerned about the “heavyweight” intrusive nature of the SAMGrid installation.  We would like to see SAMGrid evolve to using only standards-based interfaces available on vanilla grid resources.  

7. The committee feels that investment of personnel resources in continued development and investment in Fermigrid infrastructure will lead to efficiencies in the management, access, and use of future global resources.

8. Both experiments indicated a future need to pursue user analysis offsite.  We recommend that each experiment try to assess the obstacles they face in obtaining all of the offsite resources they project will be necessary, and work with the CD to develop a detailed plan to overcome these obstacles.

9. As the LHC computing needs ramp up after the start of LHC data-taking, the computing and storage resources that have been “free” for use in Run II computing may become scarce.  We encourage each of the experiments to engage now in a discussion with the offsite computing sources they have identified in order to negotiate the level of future access to these resources, and the interfaces that will be required.  These should be formalized as MOUs.
10.  D0 should assess scalability in processing their data at remote sites (using 1 FTE/site) and think through future needs to repeat that exercise.
11. D0 should pursue to use the OSG within the next 6 months, based on interfaces/experiences learned on LCG.

12. D0 should work more vigorously toward adoption of dCache as CDF, CMS and the LHC seem to be making this a standard.

13. CDF should continue to pursue a complete SAM deployment, and the SAM team should continue to address the needs of CDF.
14. The CD should investigate how to migrate from RH7.3 immediately.

15. The CD should make sure appropriate network monitoring is available to locate any bottlenecks the experiments encounter.
16. CD should make the (small) investment necessary for 10GBit uplink to the RunII experiments
17. The CD should acquire monitoring tools (either purchase them or build custom solutions) to help the experiments to better predict needed disk to tape ratio, retirement rate, caching strategies, etc. In addition, the CD should work with CDF and D0 (+ CMS) to make sure the disk versus tape storage is optimized.

18. CDF should consider the risks associated with large disks which are planned in the computing model.

19. CDF should carefully look at fallback plans if the dCache-based analysis disk. They need to make dCache work or look at alternatives like xrootd.

20. The CD should adequately prepare for the power and cooling requirements implied by the experiments needs. The experiments should not ignore these costs in their computing models. 
21. D0 should be congratulated on speeding up their reconstruction, but further improvements should be made.

22. The CD should optimize use of available manpower within CD and CDF/D0 for day-to-day tasks
23. The CD and CDF should investigate the need for more day to day operational support for Sam/dCache.
Grids and Remote Analysis/Production

Both Run II experiments have seen the necessity of seeking offsite computing resources to supplement onsite facilities. Given the constraints of the Fermilab budget for Run II computing hardware and their calculations of the computing required to maximize the physics reach and output of Run II, it is clear that a significant fraction of the overall computing must be done using computing at remote sites.

The Run II experiments will run for several more years and will be analyzing their data and publishing results for an even longer period.  In the LHC era it is very likely that most computing resources available to CDF and D0 will require use of the Grid for access; the resources directly controlled by the experiment will not be adequate.  Recognizing this, both experiments have begun to migrate their production and user analysis software to Grid-enabled versions.  D0 has been more aggressive and is farther along.  CDF has also invested significant effort in this regard, and are proceeding along a deliberate, if divergent, migration path. 
· Findings:

1. The committee commends D0 for their extensive use of offsite resources during their data reprocessing using SAMGrid and promoting its development.  This was viewed as a great success.

2. We commend CDF for their use of offsite resources for their Monte Carlo production.
3. We are encouraged that the SAMGrid team wants to integrate managed storage (such as SRM).

· Development of Grid-based Tools
D0, with the Computing Division, led the development of SAM (data handling) and JIM (Grid-enabled job submission). They have deployed JIM and SAM (SAMGrid) at many sites across the world and have been using it for MC production for some time.  They have used SAMGrid to reprocess their entire data set at ten different sites beginning in March.  They expect to be finished mid-October, after which they will have pushed 250TB of data and nearly one billion events to remote sites.  This has also required access to their calibration databases, which is not true for MC production.  This effort has resulted in many improvements to the functionality and reliability of SAMGrid.  The committee was very impressed by this achievement and felt that D0 and the CD should be commended for their success.

The committee was also impressed by the development within CDF of their use of standard grid tools to export their functional environment to offsite resources.  The use of a Condor glide-in to encapsulate their standard CAF analysis interface is a nice example of using generic grid tools to enable access to offsite resources.  However, this project also raised several concerns.  First, the current implementation of this technique requires that the worker nodes on a remote farm have direct network access because any output files must be written directly back to CDF-specific storage.  This will become a significant impediment to the use of this technique since many remote sites will not allow this kind of access.  The committee urges CDF to overcome this limitation as soon as possible.  A related concern is the lack of a true data model for the use of the glide-in on remote farms.  What data will be delivered, and how will the process make use of storage services?  Some form of data manager will clearly also be required.  The committee notes that the adoption of SAM as the data manager may restore some common development resources to this project.  The committee is also concerned that the development effort for this project has comprised a small number (one?) of people with little connection to CD.    

While this is clearly a choice, CDF should either consider ways in which the resources of CD can support them in the development of the project or find more development personnel if they intend for it to be the basis of their offsite analysis.

SAMGrid

As mentioned above, the committee was pleased with the continued development of SAMGrid as demonstrated by the D0 reprocessing effort.  The demonstrated interoperability of SAMGrid and LCG is also a notable milestone in SAMGrid development, although it relied on a local installation of a SAMGrid head node at each site.  The committee urges the developers to build on their current success and to work towards full SAMGrid/LCG/OSG interoperability as soon as possible to meet the proposed December prototype date.  In the near term, the committee would like to see SAMGrid development move towards a use of standards-based tools and interfaces.  The current incarnation of SAMGrid requires significant resources to be provided by remote sites, mainly due to its reliance on the custom installation of several tools including JIM.  While this has been possible in the past, it is likely that the larger computing resources that will become available in the next year or two will not accept this “heavyweight” installation.  We know that the developers are moving to make SAMGrid more generic; we encourage them in their efforts to incorporate such components as managed storage (SRM) into the SAMGrid framework.   

FermiGrid

Here, we would like to commend the CD for its overall vision and efforts towards the creation of true grid-based computing for the Run II experiments.  Last year, the development of FermiGrid seemed like an excellent idea; now it appears to be a necessity for further evaluation and evolution of grid computing at the Laboratory and beyond.  It has allowed flexible use of the Lab’s computing resources.  It has also enabled the local infrastructure to serve as a test-bed for grid-tool development by the experiments.  We encourage the experiments to make full use of these resources to articulate and develop their specific applications and to ensure their interoperability with standard grid tools.  We encourage the CD to continue its development of the FermiGrid infrastructure while maintaining its compatibility with other grid computing efforts.  We feel that continued investment of personnel in the development of the FermiGrid infrastructure at this time will lead to large future gains in the efficiency of management, access, and use of other global resources.  This will be of benefit to both the Run II and LHC experiments.
· Offsite Facilities

As the end of Run II draws near, both experiments will have collected multi-PB datasets.  Local computing resources are already insufficient to support all of the computing needs for data reconstruction, Monte Carlo generation, and physics analysis.  A necessary element of the experiments’ computing plans must be efficient use of available offsite resources.  During the presentations, both experiments expressed the need to move some amount of physics analysis to offsite locations.  Neither of them, however, is currently able to provide remote job submission and analysis of large datasets using offsite resources.  In general, we recommend that each experiment assess the obstacles they face in obtaining all of the offsite resources they project will be necessary for production, analysis and MC generation, and work with the CD to develop a detailed plan to overcome these obstacles.
CDF stated that their offsite computing needs are driven by the CPU required for MC generation and physics analysis.  The model they presented for offsite analysis is similar to an LHC “Tier 2” model, where large, dedicated storage and computing resources are employed to analyze specific datasets pinned at specific locations.  While it is a distributed computing model, the committee is concerned that it requires dedicated offsite resources, including significant storage, in an era where these resources may become scarce.  It also cannot make real “opportunistic” use of available resources elsewhere.  Heavy use of offsite resources for analysis may also hinder the use of the same dedicated resources for MC production, which we were told currently requires 2 THz/months of CPU per year.  In light of these concerns, the committee recommends that CDF carefully consider its plans for offsite computing, especially how the use of available grid resources could augment their capability for physics production.  

D0 has made extensive use of available resources at other sites for MC production and the data reprocessing discussed above.  The impact on the remote sites, however, has been relatively large, with ½ to 1 FTE required at each large site to oversee the production.  While they expect this management load to decrease as experience is gained, we encourage D0 to continue to work with the CD in the development of SAMGrid so that increasing reliance on generic standards-based grid tools can lessen the impact of D0 computing on remote sites. 
· MOUs

As the LHC computing needs ramp up after the start of LHC data-taking, the computing and storage resources that have been “free” for use in Run II computing may become scarce.  We encourage each of the experiments to engage now in a discussion with the offsite computing sources they have identified in order to negotiate the level of future access to these resources, and the interfaces that will be required.  These should be formalized as MOUs.  CDF has had some success in securing dedicated resources at remote sites.  D0 should take the initiative to negotiate agreements wherever possible to insure that their future computing needs can be met.

Data Handling
Both collaborations should be congratulated on the progress they have made in

the area of data handling. With the significant increase in luminosity and dataset size experienced of the last 12 to 18 months, they have been able to continue to provide access to the data to their collaborators in a timely and efficient manner.

D0

 D0 should be congratulated for significant reductions in their overall reconstruction time via analysis of the tracking code and subsequent improvements. This has resulted in a

linearization of the luminosity dependence for the reconstruction. However worries persist as the first pass reconstruction still dominates the D0 computing model and will get worse as luminosity increases. We recommend that they vigorously follow the plans to further improve the speed of tracking code like outside-in tracking with the goal of significantly reducing CPU requirements by looking at the algorithms, without sacrificing physics.

D0 should also be commended on their significant achievement of reprocessing their 0.5 fb^-1 sample offsite. This is one of the first truly grid-oriented processing of raw data that we are aware of in HEP. However it still appears that there is a large manpower load involved in making this a reality (~1 FTE per site). If better scaling cannot be achieved they will have to assess whether it is cost effective to use the smaller (CPU) sites in future exercises of this nature. In addition to this D0 is to be commended on their success in using SAM to serve 50 000 Million DST events for physics analysis to users over the last year. This is a major achievement. Despite this major achievement the D0 thumbnail data format could be further optimized as the datasets grow allowing for more efficient use of analysis computing resources. The collaboration's agreement to use a Common Analysis Format will also help here.

D0 has some manpower issues to solve. Their appeared to us to be a shortage of personnel and/or collaborator commitment to support the trigger and luminosity databases. To some extent the shortage of manpower may eventually affect SAMgrid

operations.

We encourage D0 to work more vigorously toward adoption of dCache as CDF, CMS and the LHC seem to be making this a standard. However we acknowledge that they have demonstrated capability to use LCG resources via a SAMGrid gateway. They should pursue to use the OSG within the next 6 months, based on interfaces/experiences learned on LCG. Notwithstanding this

We are skeptical about the availability of GRID resources to accomplish reprocessings once LHC has even a small amount of, data to process. If D0 is planning to rely on this processing mode in the future they should get MOUs in place with GRID service providers that will satisfy their CPU (and storage) needs.

CDF

We congratulate CDF for their excellent progress on data handling and data processing, for following up on the recommendations from past reviews and acting on and solving most of the issues. We also commend that CDF achieved stability for their software going into "maintenance" mode, except for particular parts like forward tracking. CDF is monitoring the performance of algorithms as function of instantaneous luminosity with the data they already have on tape and can see how it will evolve to 1.5 x 10^32. The growth in reconstruction times with luminosity appears manageable.

We commend CDF for achieving a six-week turn around for physics quality data-samples. This is a major achievement for data processing, validation, databases as well as their ability to prioritize their work. The committee was impressed to see the considerable positive experience that CDF has with one-pass data processing. The system appears to be ready for the production of the first inverse femtobarn of data. The production cycle is

centralized and the next step is to include Ntuple generation in this process. We are concerned that Ntuple production appears to be a potential bottleneck in their scheme.

CDF is to be commended on adopting SAM for their reconstruction and data-distribution. However they should continue to pursue a complete SAM deployment and the SAM team should continue to work with CDF to address their needs. We think it would be a good goal for CDF, working with the SAM team, to eliminate the need to back-fill SAM from their Data File Catalog for Monte Carlo production in 2006. This would allow the Data File Catalog to be turned off, streamlining the Monte Carlo request system. SAM should also be used for data handling on the Glide-InCAF. The committee heard that CDF wants to move a significant part of their data analysis running to remote sites, and proposes a model that is similar to how the LHC experiments plan to use their analysis Tier-2s, by moving specific datasets to remote sites for analysis. We are skeptical about the availability of off-site disk resources to support analysis model, unless it is being explicitly planned for with the funding agencies. We encourage CDF to explore this model, both on the technical side, to understand the implications for the CDF-CAF system, and on the management side, working with the funding agencies to ensure CDF to get "T2-like" resources outside Fermilab, in the US and in Europe.

We commend CDF for the achieved merging of the functionality of their farm and CAF to help optimal use of resources. The CD strategy of FermiGRID was successful in helping CDF's path to share resources and become more Grid compatible. CDF seems to have embraced that model, and is now in a position to use CMS and OSG resources for their CAF users. We encourage CDF to make their resources to be available to FermiGRID and we encourage CDF to move forward more rapidly to allow also their systems to become accessible/sharable with others, like D0 and CMS, and the OSG.

CDF should work with CD to plan carefully scaling up the tape libraries as required, with the new tape technology and shortages in tape library space. Retirement and failure of disk servers should be included in future CDF procurement projections. CDF should develop a strategy for moving data from worker nodes at Grid sites and accessing calibration databases through FronTier without depending upon outgoing WAN connectivity from the Grid site's worker nodes.

CD

The organization into a Run II department has facilitated the "larger facility issues" being addressed by CD. The farms procurement task force seems to be an efficient way to get the inputs required to assess the strategies for farm node procurements and commissioning for the coming large upgrades. In 2008 the size of Run II computing facilities will be similar to the projected size of the CMS Tier-1 facility. The plans shown addressed mostly the hardware needs assuming sufficient manpower and resources for operating the facilities.

There remain issues that should be addressed in a common way for CDF and D0. These include the retirement of old hardware, use of space, power, cooling. CD should work with the experiments to provide tools a better understanding of farm usage for the different work flows, like data processing, Ntupling, analysis, etc, and in particular to develop a strategy based on these input on disk cache sizes and use, disk/tape ratios, CPU/I/O ratios. This should help to work out detailed and comprehensive upgrade and procurement strategy for farm CPU updates, disk and storage system upgrades, tape upgrades. These plans should also take into account the needs for operations manpower, cooling, space etc, with a view in the anticipated large increases for 2008 and beyond.

CD should make the (small) investment necessary for 10GBit uplink to the RunII experiments.

Infrastructure

· Networking

We saw no major problems with networking. The plan to upgrade the connection to the MAN is sound and needs to be implemented as soon as possible. We heard from CDF that they have run into some network bottlenecks so it would be good to make sure appropriate monitoring is available to locate these bottlenecks.  We encourage the use of the Starlight research network to aid in production bandwidth needs.
CD should make the (small) investment necessary for 10GBit uplink to the RunII experiments
· DB Support

We congratulate the lab on getting a 5 year contract with Oracle which seems to solve immediate problems with DB support. Last year we recommended exploring other DB options, but now this contract with Oracle seems to make further work along these lines unnecessary.
· General Infrastructure
The CD should investigate how to migrate from RH7.3 immediately. The experiments will soon be forced to port to upgraded operating systems in order to make use of outside resources. 

The CD should acquire monitoring tools (either purchase them or build custom solutions) to help the experiments to better predict needed disk to tape ratio, retirement rate, caching strategies, etc.  The CD should then help all the experiments in optimizing disk versus tape storage.
· Planning/Management

The CDF hardware resource profile needs further scrutiny. We saw last minute changes in the review which gave the impression that further refinement is needed to get an accurate assessment of the CPU, disk and tape needs. The CDF model had no scheduled replacement time for disks, but planned to replace disks as they die. This strategy should be reviewed as this may cause disruptions that are more costly than a fixed retirement time. The CDF model also relied on large disks in 2008, for example. They should consider the risks of this strategy: loss of IO throughput capability, large loss if 1 disk dies, etc. CDF should carefully look at fallback plans if the dCache-based analysis disk pool is not workable. The collaboration should indicate a stronger commitment to making dCache work or explore other solutions, such as xrootd.

The experiments now rely on remote resources. As the LHC ramps up, there is a concern that these resources may become saturated. The experiments should make sure the remote resources are secure, via MOU, for example. 

The CD should adequately prepare for the power and cooling requirements implied by the experiments needs. The experiments should not ignore these costs in their computing models. 

D0 should be congratulated on speeding up their reconstruction software during the last year. It seems like further speed up is still possible and given the costs of needed hardware for the coming years, it is still financially beneficial to spend more manpower for this further speed up.
 Funding

The CD has made a lot of progress in consolidating the manpower used for day-to-day tasks such as system administration.  We encourage the CD to continue to optimize the manpower usage needed for these tasks in the experiments also. The CD should also take steps to reduce the vulnerability due to limited number of suitably qualified experts for service tasks (for example, D0 code management and database support). We also urge all to carefully review the Run II task force recommendations on computing. 

It was noted that CDF needs more day to day operational support for Sam/dCache. This should be investigated and improved or automated wherever possible including re-evaluating the impact of using a large number of small files.

Appendix I. Charge to the Committee.

Run II Computing: September 2005 Review Charge 

 

Context
 

Run II Computing is now fully operational and thus far has worked well. In particular� �the strategy of integrating computing resources from across the world seems to be working quite well.� 

 

A year ago, the luminosity of the Tevatron had hit 1032 cm-2sec-1 once. The past year has seen a further increase of nearly 30%. One of the major components of future increases, electron cooling of the antiprotons in the Recycler, has been demonstrated at the level of an accelerator physics exercise. It is anticipated that full integration in the operations will follow over the course of the next year. The remaining gains to be won are in the actual antiproton production rate. This is not yet in and but the prospects for a further increase in Tevatron luminosity look good. 

 

There are upgrades underway �to the experiments intended to deal with these increases but challenges to the computing will surely appear. For Dzero at least, handling the new upgrades will lead to, hopefully transient, perturbations to the reconstruction software. 

 

Further, these challenges come as the end of the program appears on the horizon. There are pressures to consolidate effort and� to stabilize and improve the efficiency of the operations. These pressures appear across the board as we attempt manage a transition to life with the LHC.

 

This context has matured over the past year but the task we ask of this review is largely similar.

�

Computing and Funding Model
 

For some time the funding model for Run II computing has incorporated extensive use of remote processing of Monte Carlo data, reprocessing and analysis of collider data. We also have a goal to maximize the physics return for the installed experiment capability which leads to pressure for more processing and/or analysis capability. It remains important to understand the scope of this demand and how to properly manage it.

�

Challenges
 

Although Run II computing and software activities are in an �Operations� phase there is clearly still much work to do and a number of challenges are present: -

 

1.      Scalability of the software with respect to incident luminosity. 

2.      Scalability and performance of computing and data handling systems to meet the demands that more data will place on these systems. 

3.      Scalability and reliability of systems to continue� support of �potentially large new demands for data movement into and out of the Fermilab site. 

4.      The need to adapt the �computing models to increasingly rely� �on common shared Grid facilities at Fermilab and at many off-site locations.� 

5.      The need to manage all of the available resources, both on-site and off-site, in a way that �maintains high efficiency while maximizing physics �output. (At the time of writing of the charge, the Fermilab Director has instigated a task force to examine all aspects of the Tevatron Run II resource situation. We anticipate that this review will feed off the work of that task force and vice versa.)

 

 

Preparation for Review and Charge
 

The Experiments and the Computing Division have been asked to organize a series of presentations that will assist the review committee to respond to the following charge.

 

Consider and comment on:
 
1.      The status of each experiment in meeting the above challenges 

2.      The status of the Computing Division planning, support, and infrastructure in helping to meet the challenges 

3.      The adequacy of the anticipated resources� to meet these challenges and the adequacy of the new computing model on which this is based 
4.      The status of the planning process for ongoing resources from Fermilab and experiment institutions for Run II computing and software infrastructure support, leading to updated MOUs. There should be some emphasis on understanding how the �end-game� might play over the next 4-6 years.
5.      Are there areas where application of modest increases in effort judiciously applied can lead to non-linear increases in efficacy?
6.      Are there likely to be major paradigm shifts in any area which could lead to significant modifications to the computing approach during the rest of the lives of the experiments (data taking to mid 2009, analysis for some time thereafter.) 

 
The committee is asked to present its findings, comments, and, where necessary, its recommendations, in order to help both the experiments and the Laboratory to meet the challenges above and to note any other challenges or concerns that they uncover in the course of the review. 
 
 

 

 

 

Appendix II. Agenda of the review (http://cdinternal.fnal.gov/RUNIIRev/runIIMP05.asp)
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	9:00 am
	Grid Solutions and Strategies (20 min+5) 
	PPT - PDF 
	Ruth Pordes 

	9:25 am 
	CDF Computing Strategy (30min+10)
	PDF
	Ashutosh Kotwal

	10:05 am
	CDF Software Status (15min + 5)
	PPT - PDF
	Dave Waters

	10:25 am
	Coffee Break
	 
	 

	11:00 am
	CDF Offline Operations (20 + 10)
	PDF
	Aidan Robson

	11:30 am
	Computing Infrastructure and Budget (20min + 10)
	PPT - PDF
	Pasha Murat 

	12:00 pm 
	Lunch 
	 
	Review Team and Speakers

	1:00 pm
	Committee Discussion time 
	 
	  

	1:30 pm 
	The CD RunII Department (15 min + 10) 
	PDF
	Amber Boehnlein

	1:55 pm
	SAM-Grid (15min+5)
	PPT - PDF
	Adam Lyon

	2:15 pm 
	Mass Storage and Networking Central Services (15min + 5)
	PPT
	Eileen Berman 

	2:35 pm 
	Farms and Data Base Central Services (15min +5 ) 
	PPT
	Mark Kaletka

	2:55 pm 
	Run-II Task Force Status and Observations (15 min + 10)
	PDF
	 Rick Snider

	3:20 pm 
	Coffee break
	 
	  

	3:45 pm 
	Responses to questions, further discussion with D0, CDF and CD leaders 
	 
	 

	4:30 pm 
	Continued discussion and closed session, formulation of questions (as needed).
	 
	  

	6:00 pm 
	Tour of facilities, if requested. 
	 
	  


Thursday, September 15 - FCC1W
	8:30 am
	Committee Closed Session. CDF, D0 and CD leaders available as needed. 
	 

	12.00 pm 
	Lunch for reviewers
	 

	1:00 pm 
	Closeout 
	  


	· Email access and laptop registration
· Local Accommodation Information, Local Restaurants 


RunII Computing Review of September 13-15, 2004

 HYPERLINK "http://computing.fnal.gov/cd/reviews/runii2002/" 


 HYPERLINK "http://cdinternal.fnal.gov/RUNIIRev/runIIMP.asp" 
RunII Computing Review of September 11-12, 2003

 HYPERLINK "http://computing.fnal.gov/cd/reviews/runii2002/" 
RunII Computing Review of June 4-6, 2002 
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