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SMT Shift Instructions

Shift Guidelines

1. If you haven’t done so, read the instructions!
2. Login into the logbook at the beginning of your shift.

3. Log everything you do, and try to be thorough in the
description of problems you may run into. Fill in the checklists
relevant to what is going on. Start filling in the « Begin of
Shift » checklist as soon as you start your shift.

4. Most of the GUIs you need can be started from the « GUI
starter » GUI (in a terminal window type: cd; setup dOonline; ./startguis.py)

5. If one of the VRB crates is 100% FEB try the following, in
order, until the busy is cleared:

1.
2.

Ask the DAQ expert for a SCL init.

Can you find HDIs responsible for it? One or many HDIs in
a row showing high DVDD current (look in the SMT DVDD
CURRENTS GUI) can stall the readout. Ask for a run pause
and redownload the problematic HDIs from the
corresponding SEQ in the download GUI (SMT Download
GUI). Note!: If the problem HDI is tripped, remember to
ramp down and turn off the HV first.

Ask for a run pause and do a "Reinit VME" for that crate in
the SMT Download GUI.

Ask for a run pause and reinit the sequencer controller for
that crate in the SMT Download GUI (left click on the
SEQC_**** box near the top of the crate’s details window,
then click on "reset" and "init")

Ask for a run pause and do a "download" for the whole crate
(SMT Download GUI)

If all of the above fails: Ask for a run pause, power cycle the
corresponding VME crate, do a "reinit VME », once the
Power PC has rebooted, and continue the run. How to
powercycle a VME (=VRB) crate? go to 2nd floor Movable
Counting house; in the upper part of each rack, there are two
3 pull switches labeled with the crate numbers present in that
rack. Flip the corresponding switch down to turn the crate
off, wait a few seconds and flip the switch back up. It takes
30 seconds to a minute for the crate to reboot.

Page the SMT expert (218-8764)
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SMT Shift Instructions

Shift Guidelines

5. HV trips when ramping up :
See the « Troubleshooting HV pod Trips » section of the
« High Voltage » chapter of the SMT Shift Instructions.

6. Check for major and minor HV alarms:
1. If they are related to currents which are getting close to the
trip limit, increase the limit by 10uA using the HV current
limit GUI

(GUI starter - page B - Button 4).
If you need to do it more than 3 times in your shift for the
same pod, page the expert (218-8764).

2. If they are related to voltages, check that you ramped the
voltages up to 100%.
— if not, fix it.
—  if so, page the SMT expert (218-8764)

7. Check for major « Occupancy » or « Dead » alarms.

The ONLY monitoring alarms that you can disregard are the
« Occupancy » alarms, ONLY when the SMT HV is OFF. In
ALL other cases, IF the monitoring is running, you should
take the « Dead » and « Occupancy » alarms seriously.

Try to fix the alarms by redownloading the corresponding
HDIs. You may need to wait 5 to 10 munites to see the effect
of your doanload (check the « SES UPDATE TIME » for the
corresponding crate - see the « Monitoring » part of these
Guidelines for more details).
If the problem persists, page the expert (218-8764)

8. Check smt examine histograms and compare them with the
references. Write in the logbook any discrepancy you can
see.

9. At the end of your shift, fill in the « Shift Summary » check
list and logout from the logbook.
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SMT Shift Instructions

Typesof HDIspresent in DOSM T

. Barrels: 1 HDI = 1 Ladder

. 3 chips:
Bi-j-k Vk (i=1,6; j=1,2,5,6)
2 Single Sided sensors

. 6 chips [3 p-side + 3 n-side]:
Bi-j-k Vk, (i=2,3,4,5; j=1,2,5,6)
1 Double Sided 90° stereo sensor

. 9 chips [5 p-side + 4 n-side]:
Bi-j-k Vi, Vk, (=3,4,7,8)
2 Double Sided 2° stereo sensors

where Bi-j-k means Barrel 1, Layer j, Position k

. F-Disks: 1 wedge = 1 Double Sided sensor
1 HDI =1 side of a wedge
. p-side: 8 chips
Fi-1-k Vi, Vk
. n-side: 6 chips
Fi-2-k Vi, Vk
where Fi-j-k means Disk 1, Side j, Position k

. H-Disks: 1 HDI = 1 side of a wedge
. p-side: 6 chips
Hi-1-k Vi, Vk
2 Single Sided sensors
. n-side: 6 chips
Hi-2-k Vi, Vk
2 Single Sided sensors
(it is actually a second p-side)

where Hi-j-k means Disk 1, Side j, Position k
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SMT Shift Instructions

Correpondence between different mappings

SMT Download GUI | Smt_Examine | Online Monitoring
and Offline

B2-5-09-p
B2-L5-HDI09-(N) B2-5-9
B2-5-09-n

HDIO3-(N) HD 4 03(p)

(1 HDI0S¢ype8Y(N) m

H4-k \_}1{4}3
E
E

F3-
F3-12)HDI05Gype6XN) | FD 3 05
|

!

« L » identifies:
* the layer (1.,...,8) in a barrel
* the side (1,2) of a disk
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detector types

DOSMT
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SMT Shift Instructions

Muon wall

SW

Muon wall

DAPTER

CARDS
120 ladders

72 F-wedges

&

48 H-wedges

West Cathedral

=
z

Muon wall

Muon wall
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SMT Shift Instructions

About LV and HV (1)

Our silicon detectors are made of 1 or 2 silicon sensor(s) glued to an HDI which carries
SVXIlIe chips. These chips allow to read out information about the charge collected on the
sensor strips, when charged particles went through the sensor(s). For the detector to
function properly:

. the silicon sensors must be depleted. This requires 1 (single sided sensors) or
2 (double-sided sensors) HV power supplies.
. the SVXIle read out chips must be powered. This requires 3 different LV

power supplies: AVDD, AVDD2, and DVDD.
HV and LV are provided by the IB to the HDI which, in turn, provides it to the sensor(s) and
to the SVXIIe chips, respectively.

connection
silicon strip
R/O chip to
Input preamp

LV, &
+HV

SVXlle
[ HDI |/\ n+ strips side
| silicon sensor |

\I/ HDI | p+ strips side
SVXIle
-HV \/LV

|
|——SVX

n-side O Y > switches
coupling polysilicon
capacitors resistors

p-side 0O - HV j

‘ buffer
—SVX
|

Interface Board
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SMT Shift Instructions

About LV and HV (2)

In the SMT download GUI, when you click « download », e.g. in the Left-click menu of a
Sequencer or a Sequencer Fiber, what happens for the corresponding HDIs is the following:

1. The Sequencer asserts the HDI enable line for the corresponding IB channel:
a) if the SVX chips on the HDI are already powered, nothing new happens.
b) if the SVX chips on the HDI are not powered:

a) if there is a trip condition, i.e. HDI AVDD, AVDD2 or DVDD current
greater than 700mA, or HDI temperature greater than 40°C, the IB
channel will be kept OFF and a corresponding Trip Bit(s) will be
asserted, making the corresponding IB channel turn red in the SMT
download GUI and blink red/black on the DVDD current GUI. Resetting
the trip condition requires to do, in the SMT download GUI, a « HDI
off » in the Left-click menu of the tripped HDI. This will, of course,
work only if the cause of the trip has disappeared before you try to reset
the trip condition.

b) if there is no trip condition, the firmware in the FPGA of the IB will try
to turn, in sequence, the IB switches for AVDD, AVDD2 and DVDD:

a) if none of the currents for these 3 HDI supplies is greater than
700mA and the HDI temperature is not greater than 40°C, the IB
buffer for the HDI data lines will be enabled and the IB HV
switches will be turned on.

b) if not, all switches will be turned off, and the corresponding Trip
Bit(s) will be asserted, making the corresponding IB channel turn
red in the SMT download GUI and blink red/black on the DVDD
current GUI (see above).

2. Download the chips of the corresponding HDI with the initialization parameters as
defined in the « SVX parameter » item of the « Global Parameter » button Left-click
menu in the SMT Download GUI

When you click on « HDI off » , e.g. in the Left-click menu of a Sequencer, a Sequencer
Fiber or an HDI, the Sequencer de-asserts the corresponding HDI enable line(s), which makes
the FPGA in the corresponding IB channel(s) disable the data buffer and turn off the switches

for DVDD, AVDD2, AVDD, +HV and -HV. This will not turn off the HV pods,
it will only turn off the IB switches connected to the HV HDI lines.

General rule for HDI(s): Turn ON LV first, then HV.
Turn OFF HYV first, then LV.

29-Jul-03 General Instructions 12



SMT Shift Instructions

Coolant Flow
Cryo
Coolant INOUT Temp Permit
Temps of selected SMT Drip
J_ devices cooling
system Water
Hygrometry Flow
SHV Smoke
amn amn cable (HSSO)
24 SHV inputs g
HYV Fan Out box . v
O
(MCHz) O Power
Supply RMI/RM Control/
LT LT [ L1
O (MCH2) (cathedral) Status
50 cond O | Air Flow
| — Lo Power Water
Supply
(cathedral)
12 cond | HYV Break Out box |
Smoke
(platform) FusePanel _|
— — (cathedral) RMI/RM
Control/ [| (platform)
Status |
] AVDD
]| Ladder AVDD2 | Power
34 cond (8HVs + 1 temp) DVDD Supply
vce (platform)
Chain B[] CLK/CLKB +15V
1 P OB HVA 15V
Low Mass Cables 80 c@\ -HVA 5V
| dvdd
: F—cweiks A avdd2 SEQuencer
Chain A Adaptor D aydd (platform)
Card ONPFF  hai e ol
Ladder | (HorseShoe) € l‘—b:f:nﬁr:;ble rpca | o | )
] chan. A:
F on oA ] |: 23]
E AVDD2
o DVDD
Temp 4'5]
MH data/control lines :I |: Oti
ptical
Interface Board :I |: 6701 Fiber
UG (cathedral)
details given for chan. A only
same for other 7 channels
0] I
1
2 B 1
— VTM
3| VRB (MCH2
4 (MCH2) 3
Bl |
0] 3
7
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SMT Shift Instructions

About LV and HV (4)

Now, up to 4 HDIs can share the same HV pod (single-sided detector) or the same pair of
HYV pods (double-sided detectors). For instance, the 9-chip ladders (double-sided) B5-7-4,
B5-7-5, B5-8-5, B5-8-6 share positive pod 200P and negative pod 201N:

+HV Y AVDD

200PF55 ont+—B5-7-4-—0n LV \vDm2
DVDD
p0INFE-  Hon-+—B5-7-5—+0n-

-HV

LV power
supplies

—ron-—DB5-8-5—r0on-

—offt—B5-8-6—offt

Interface Board

If the Download GUI would let you download B5-8-6 with pods 200P and 201N on, it
would make the corresponding Sequencer assert the HDI enable line for B5-8-6, making
the LV and HV switches turn ON on the corresponding IB channel. The problem here is
that as soon as the switches are on, since the input of the SVX chips are at a virtual ground
when powered, the coupling capicitors on the n-side(resp. p-side) of the silicon sensors of
B5-8-6 will see a volatge step of +HV (resp. -HV). These capacitors are very delicate, to
avoid stressing them and breaking them prematurely, it’s better to slowly ramp the HV on
them.

So, to make a long story short, to make things safe, each time you need to turn ON or OFF
the LV on an HDI, first, you ABSOLUTELY need to ramp down and turn OFF the HV on
that HDI and on all the HDIs which share the sequencer with the HDI you want to deal with
(how to do it is described on page 22). The download GUI will not execute your command
(and print an error message on the terminal window) if you do not comply.

If you want to redownload HDIs which already have their LV ON, you can do it without
touching the HV. The LV will not be touched, but the SVX chips of the corresponding
HDIs will be re-initialized with the current download parameters.

29-Jul-03 General Instructions 14



SMT Shift Instructions

SV Xlleread out chips download parameters

VRECH 60 e | HDI alf ] cal inject | r-:.:u :.: ratian | Fn prie | -u-]

VRECR_B1 dewnload | HDI aft | :ulnjn:ll re

VRECR_EZ derwninail | HDI aff | cal inject | _l'lmﬁ |\ prind probiem | delails |
VRACR_3 sownioad | HOvar | caligect | mm|& print probiem | details |
VRACR_4 downioad | HDIGf | calinect | reinit VME | cabeation \pqm | detaits |
YRACH_B5 download | HDb oY | cal inject | reinit VME | calibration | m\@um | detmls |
VRBCR_B6 W|Hmm|umt|mﬂu|uﬁwm|mﬁ\nm|m|
VRHCH 67 -'lniuudl HDI el ] dﬂuﬁl.llrﬁﬂmllfm ||m-. J-u-|
YHBCR_E0 oo | HDI aff | I:Hi'*ll:ll reinil ViIE | calihration prind detadls
VRHCR B4 derwriina | HD | cal inject | Feinit VME | :

VRACA_GA download | HDIGf | calinject | et VME | g

VRACR_GA downioad | HDIaf | colinject | reinitvME | o

Tesisland 70 denwniboa HDIorf cal injeci reinil \iIE

you should redownload
all the crates with these
default parameters at the
beginning of each shot
setup, to make sure the
SVX chips are properly
initialized for Physics!
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips (1)

If a lot of HDIs show high currents in the DVDD Current GUI, that usually means that the
SVX chips are not read out. This happens when the crates are not in a global run, or when

the global run is pause or stalled for some reason. Y OU should not let the system
in that state for too long.
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DVDD Currents GUI color coding:
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orange:
green:
purple:
red:
red/black:
light blue:

pink:
grey:

LV is OFF

LV is ON and 1_DVDD OK

LV is ON and 1_DVDD slightly high

LV is ON and 1_DVDD high

Abnormal state (Trip or Buffer Disabled)
Channel is a disabled 6-chip F-wedge used
only to provide bias to the 8-chip partner
Channel permanently disabled

Channel not used
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips(2)

A way to lower the DVDD current drawn by the SVX chip, is to send trigger to the
Sequencer Controllers so as to make the chips work. This can be achieved in several ways,
by:

* having the crates in a working Global Run,

* having the crates out of the Global Run and making use of a special run which just
sends triggers to the sequencer crates (the VRB crates are not read out). This is
described in the « SMT Crater » section,

* sending triggers to the Sequencer Controllers via the 1553, by pressing the « turn
pulses ON » button in the SMT Download GUI main page. D0 not forget to
« turn the pulses OFF » before the Global Run starts or resumes

readout of the SMT crates. If you try to read out the crates while pulses are
ON, this will result in 100% L1 FEB, because you are sending more triggers to the
sequencer crates than to the VRB crates.

Pulses

are H[::‘::]ff | pag:.xglter emulators | quit
Pulses

are - paﬂ?gglter emulators | quit

ON

Pulses

tum | global

emulators | quit
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips(3)

If some HDIs consistently draw too much current (red or purple on the DVDD Currents GUI)
you need to REDOWNLOAD them. The first step is to find what VRB they are connected to.
This can be done looking at the IB mapping chart:
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips (4)

Then, go to the corresponding
VRB in the SMT Download
GUI, and click download on
the Left-click menu of the
corresponding sequencer.

Most buttons have a
Right- and Left-click
menus.

A Left-click on an item of
a menu executes that
item

A Right-click on a menu
closes it.

m_ﬂq-lnﬂi#ﬂ|-ﬂﬂinﬁ—hiﬁrﬁ—iﬁ
...
[T i - -
[ 10N

—. - 1B EEET (W) WAL N
e " i) e
4 H [y h-—-;: [ERT T

JLIRES LS
-il 'u‘m‘rl:z:

WL PR
Li-apma- (4 w1 11 e ge]
li-l:b--h-.ﬂ

If the download was successful, the HDIs should appear green, both in
the Download GUI and on the DVDD Currents GUI:

T L -
LR
. - E-u—m-u - ca- sy
e

e | - - el
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Rl e 4
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips (5)

If one or more HDIs appear red in the Download GUI, the download was not successful.

;
1 gy L O S308 1A INERWEDBOEC D BESLIHOIGE] 53- L3 HD1w4- (1)
[vRB_6411 4] SEQ_ 030814 4]
[SEQ_D30B15 1 IBZ—Lﬁ—HDII]?—(N} B3-L5- HDIO7 - (M)
VRB_6412 2| |SEQ_D30815 2| BZ-L6-HDIOG- (M) |B3-L6-HDIOB- (M)
-—_|B3—LE—HD|I]?—{N] B3-L5-HDIOG- (M)
B2-L6-HDID7 - (M) ||B2-L5- HDIOG- (M)
(6]
\VRB_6413 1| |SEQ_030B16 1 |A|[B[B2- LB~ HDIDG - ()| B3-L8- HDI0G- (M)
\VRB 6413 2| |SEQ_030B16 2| D|B2-L7-HDIOB- (M) |B3-L7-HDIDE- (M)
e T [ - Lo-#i07- ) B2-17-owr-(u)
l VRB_6413 4] l [SEQ_D30B16 4| B3-L8-HDIOZ - (N)|B3-L7-HDI07 - (N)
VRB l Sequencer l Interface Board =~ ~v— ~
) HDI Status Color Coding:
VRB Fibers Sequencer Fibers - white: permanently disabled
« yellow: disabled
1B Channel Status - grey: enabled and either
- Color Coding: OFF or unknown
1 Fiber =2 HDIs e green: OK « green: enabled, ON and
- red: tripped downloaded OK

* red: enabled,
(ON and failed download)

Try to download a few more times at the or tripped

Sequencer level. If it still does not work, try to
download at the corresponding Sequencer Fiber

level.
/A [B]B2-L4-Hpi0a- () [BSIAEHBIOAEN)
g P gy " 0142 [WISNWIRDEC 0 B2-IS-HOB() 55-15-Hoind-(1)
ol |

prind. BV rmadback
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips (6)

1. If this still does not work, it sometimes helps, when an HDI isreluctant in
downloading properly, to turn it OFF and ON again.

2. In the same way, if an HDI hastripped, to recover it, you need to clear the
trip by turning the HDI OFF and then turn it back ON again, by downloading it.

In both cases, if the High Voltage is ON, you will need fir st,
to RAMP DOWN and TURN OFF theHV on ALL HDIs
connected to the SAME SEQUENCER asthe HDI you
want to turn ON or OFF. Otherwise, the Download GUI

will not execute your commands.
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips(7)

In the left-click menu of each Interface Board connected to the sequencer, the corresponding
HDI(s) is(are) connected to, click on « start HV GUI ». For each IB a GUI will pop up
showing the pods you need to ramp down and turn off. In our example, HDI B3-L4-HDI04 is
connected to sequencer SEQ 030B14. That sequencer is connected to 2 IBs, namely:

INT NW_OBOE and INT NW_0B10. Start the HV GUI for the first IB:

AN
o
8212 HDIOA- () 8912 oA~ (1)

L

i | e | U LRE | Mk
- = o [T p oA |
- - I = ar | mr

] s | pka | oms

[SEQ_030E141] A Bi[Bz-La-Hbioa- (i) [BSLADIOAN)
-=_ I_@
51

REE  LEE REE LW LN NS e

L = E HE | R A

| i | e W | e ey | Fums | S = - —— |

In all the HV GUISs, do « Unlock », « Set HV to 0% », « Ramp », and when the all the
«V_Read » values are below 3V, click on « Off ». You are now ready to take care of the
problematic HDI.
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips(8)

Turn OFF the tripped HDI:

calc noisy chan
calc dead and occ

print HY pods
print HV status
print cal statistics
HV pods GUI
Svx GuUl
SV Thresholds

e e ———
| —y - g ]

As explained earlier, try to download the
HDI at the sequencer level or at the
Sequencer Fiber level.

-
6] - JEN

-4 -

_ If the download worked, in the HV GUIs
e 12 8l 25 E ! shown in the previous page, turn the HV
it 0 ON, « Set HV->100% », « Ramp ». Once
- the target voltages are reached, « Lock »,
« File->Quit », and you are done!

If not, you need to turn the HDI off, disable
it as explained in the next page ...
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High DVDD currentsand HDI LV Trips(8)

Disabling I nstructions
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SMT Shift Instructions

High DVDD currentsand HDI LV Trips(9)

HDI off

calc nevwr thi

power cyrle

HDI power off

calc noisy

print problem

(5] =]

start monitoring

BF6[F

i
|

calc dead a .
print HY | start monit run...
- - stop monitoring Alart HY Gl
prnt HY s start IB GUI
. 3EQ set CALY
print cal sta
SEQ CALVY D dovwnload
] i SEQ set CXPW
————— se
kit IGISEID lear latched —
[ ———— clear latche
| SVX Thres set nch
VRE reset check hdis
VRB init print HY status
- YRD enable  int 3VX readback
disahle =
——| VRE disable
descrpti —
- - VRB |3 disable
hdi_stat =
e VRE |3 enahle
cal_id =
- VRE j3 default HDI off
adc_pede:
e VRE pattemn power cycle
1 I
=J0 VRE no pattem ic new threshold
suhdet = =
VRE print req calc noisy chan
sector =
- VRB print VTM @alc dead and occ
barrelfdi E ;
: VRE print problem | print HY pods
ayer
A scan HY print HV status
ladderfure _ i
start HY GUI  nint cal statistics
bundle = —
print hdi list HV pods GUI
number_of_s» -
——=l whte sdag file SVYX GUI
hdi viev—
- =———ywrite mon cal file 3VX Thresholds
prim_hv_pod 5——
wite off cal file
sec_hv_pod s

wiite pickle file

wiite transl map

B3-L3- HDIDA- (M)

download
HDI off

complete init

init

reset
set cxpw
set calv
set calv 0
set id
! set hdim
set powr
. clear latched
| power on

prnt temp
| print status
print CALV
| print HV status
prnt all registers

print all reg hardw
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SMT Shift Instructions

HV current limit GUI

Start the HV current limit GUI using the « GUI starter » GUI, Page B, button 4
(to start the GUI starter, type in a terminal window: cd; setup dOonline; ./startguis.py)

SN click here to gc

name her imi
ame here e T the current limits

click here to increase the

V- lmit changer GUI 3 current limits by 10uA

Esler HY Ped name {e.g.: 714F or f2N):

Minor Alarm Major Alarm  Current Trip Actual Pod
Current Limit ~ Current Limit Limit Read Back Current

click here to

H =it changer G qllit the GUI
Exvler HY Pod name (pa.: 4P or A1EN):

current limits are updated and
a mail is sent to Breese and Eric
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SMT Shift Instructions

Monitoring (1)

Monitoring of the data quality is done at the strip level in processes which run in the VRB
crates Power PCs (I0Cs). The status of these IOCs can be looked at from the « Readout IOC

Monitor » (from GUI starter, page C, button 6).

Power PCs (IOCs)
in the 12 VRB crates

CPU consumption varies

between 50 and 75% when €| ucomneer | i

monitoring is running

<

\

Eake o He b

AT Readmit |

ICCHode CPU® Wem S FOR
or ie Dl pori B

it 1 si T 36 | I8 | Rehoak]
crata sl port 30

oz e 52 40 Reboot]
T trwba OwRd purl 3]

dlzme] 5§ Al 2¥ 1B Reticob
erwia D8l pert T

dlakmit? | Al I | i Reshoot

rrats Oefd port I8

il Bl T3 iw i} MJ

craee OWES port 37

A kG 57 41 | a0 | Reboot]
L7t l'.l!E'El_pu-IJE
s b 51 i 3¢ Rabost |

erwte DxBT perl

dlishmils L) 38 1B HEJ

erams Chrid port PO
aawmeg | wi |30 ] 38 | Sekjoet)
rene Onls port 39
G M 61 [ 20 [ 36 Rekigak]

i who phri 31

0akmel4 s |38 | 3B Refict]
T Qg pisig 34
2 A3 43 iE  Rebiool |

Fommn i 2

| AT i LR e

For each VRB crate, the monitoring process captures events from the SBC and makes
histograms out of them. A Linux box queries the IOCs one after the other to get their
histograms out, so as to allow their browsing through a WEB interface. When an IOC is
queried, if the number of events accumulated by the IOC lies between 8,000 and 10,000, an
update will be sent for the corresponding crate to the Significant Event System (the result of
which is shown in the Alarm Display) for major alarms related to the « Occupancy » and
« Dead » categories. An « Occupancy » alarm is set whenever the occupancy of an HDI is
greater than 25%. A « Dead » alarm is set if (a) chip(s) of an HDI never appear in the read

out stream. Note that disabled HDIs do not generate a « Dead » alarm. Y ou have to
take Occupancy and Dead alarms seriously!
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SMT Shift Instructions

Monitoring (2)

You can connect with Netscape (or you favorite Browser) to the Monitoring Server page
(http://www-dOol/smtMonitoring/). It also appears labeled as « SMT Monitoring Page » in
the Netscape Toolbar and in the Bookmarks menu.

click on this to

T S bt P UECE G B Do e Sl BT ltl--.- i LU i P

update the page
Haw Wl
i e i - e
aMT '!HJHIT“HIH- ARFRA!
VRB crates =

Last time data
were received
from IOC in

VRB crate 62

Last time update
was sent to SES
(Alarm system)
for crate 65

il =

= " P P

B ST MONTITIOH IS
isncd lordydr yuds alan pla ingdk

Lo Wl b L Lhada femd
..| Al |
Fraselanss el TR B g

| | i

L ppsi Tomin-dad
areraes s

Fausdaiam
ST M0 | TS I CRAEICS

Toes it e dbas it

TR 4| L mnmToRey .| rEiar -]

LHEN aws HUIINaus

As a general rule, the monitoring should always be turned on during Global Runs (zero bias
or physics). Check this by looking at the IOC CPU consumption, on theReadout I0C
Monitor GUI, at the « IOC DATA UPDATE TIME » and « SES UPDATE TIME » on the
Monitoring WEB page. The monitoring is started at the beginning of a run and stopped at the
end of a run. If monitoring does not seem to be on, during a Global Run, check with the DAQ
shifter that the trigger file has SMT monitoring enabled. If not, the DAQ shifter should
enable the monitoring and start a new run. You can also start the monitoring « by hand »,
VRB crate by VRB crate, usingthe crate « details » page in the SMT download GUI, as

follows:
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SMT Shift Instructions

Monitoring (3)

Imagine that for some reason, you need to power cycle crate 66 during a global run. After
pausing the run, you cycle the power on crate 66, you wait for the Power PC to reboot, you
« Reinit VME » and you resume the run. Now, what you see on the IOC monitoring is that
the monitoring process in crate 66 is probably not processing anything:

[ N [
ST Hemnidvnst

] Lo |
T Wi poat
asuens oo [TMTH
ik dald par k|
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Wi e et
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You can open a terminal
window on the IOC by
connecting to it through the
MCH?2 terminal server. The
login name is: ioc

the passwd: Onlined0

[disntRA00]2H 1% telnet t-dl-mch?
Tryirg 130,275, 831.47. ..,

Excaps character 15 71,

loglne Lo
fassword
il conm 26

=Y |

open the details page for crate 66 in the SMT download GUI
and click on the « Start monit run » item in Left-clickmenu
of the VRBCR 66 button. In the resulting pop up window,
write the current run number and click « Start »
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SMT Shift Instructions

Monitoring (4)

If everythig goes as expected, this is what you

should then see:

| [[c0sntidicl 22 "1 telret t-di-sch?
Tryirg 131,205,231,47,,,

Ezcaps character iz ""]',

process:  CTL_SDR0BS/RPLY

sadaEnd called —-—

anetert MHORTTOR

Bigf |cFunConF g e - BEGIN ...,
Biaf ldRunConf ig,. 6 - befors reburn ...

ssdsqlnit = creating distributions. ..

sadaqlnit - detectinging WR3L, .,
#adeglnit - detecting YRR,
sxdaglnit - creaking rew data buffer,..

pluf dats buffer sizs: 00000
usingTFHE ) 1
S It Corwescrt [ haed L £ SBE It Howrad D 2 3

mxmkx o aae Dl gtelbut ong s
sxdaglnit. - erd of init

Ce3dcfFB0 {DA_client): ®# Command Far
Cre3def B0 (DA clisnk]: #¢ Cosssnd Far
ChaB3doFFBS (DA client ): % Cosmand Par
CoeBdeFEBG (DA_client): ®% Command Par
CreSdeF B0 (DA_client): b Command Par
processr  CTL_SDeQ_ &Ry

axdesEnd called ———
sxdagEnd completsd
ssdagFroo

= Da3deffa0 (Ch_client); o Commarsd Parsp
Che3deFFBO (DA clienk): 8 Cosmand Parsed
Cre3deAFB0 (DA clienk ] ®% Cosssnd Parsed
CdofFBO (DA clienk ): % Cosmand Farsed:

sadaglnit - reading configuration inforsation, .,

Conrectad Lo t-d0-mchl, Fral gov (131,205,251 .47),

zadaglnit - wadting (forever] for semaphore stateutex

Fiost: dolc pork 'i.':.".-'_"EI. runt 1TSS runTypeSupsr parasster: HINITOR whatTolo par

szdaqlnit - replacing host ness and port mmber. ..
ssdnalrestelist: Masber0FSext 419 RusbearDfHdL: E1

pluf caloulated based on HIDs and Chips: 214523

=0A0 Initlalization Finished successfully

sadaProc - waibing (Fforewer] For seasphore shatetax

i
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After 5 to 10 minutes, you can also check that the « IOC DATA UPDATE TIME » and
« SES UPDATE TIME » are current on the Monitoring WEB interface.
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SMT Shift Instructions

L ogbook
Starting

The very first thing that a shifter should do is log into the online electronic
logbook. Normally it is already running on one of the SMT monitors. Ifit is

not, then start the logbook:

*  >setup dOonline

> start daq logbook &

Or from the "startgui" gui D.1.
*  Click on the SMT tab.
*  Select SMT Log from the L og menu.
An SMT Log window should now appear in the central field, with pre-
configured checklist icons to the right:

Exiry et || [ 5e
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SMT Shift Instructions

L ogbook
Use

General Guidelines: Everything that is done to any part of the SMT system by
the shifter or anyone else must be recorded in the logbook. Some
guidelines to follow are:

*  Use Checklists: The pre-configured checklists are there to provide a
thorough framework and guide for conducting a shift. They are
required, but not sufficient; i.e. a starting point for logbook entries.

« Keep it short: Each entry should be concise and focussed on a single
task/observation/event. Practice a “log-as-you-go” habit instead of
saving up a lot of information for a big summary entry.

* Archivepromptly: Archive entries immediately upon timely
completion. Do not keep entries open for extended periods. For
example, do not wait for a Shot Setup to complete before archiving
the Shot Setup checklist. Archive promptly, and annotate later, if
necessary. Also, do not make logs within entries (e.g. 8:00 — started
shift. 8:30 —ramped up HV. 9:00 — recovered all dead HDI’s).

Log In/L og Out: To log into the logbook, click on the L og I n/L og Out button
at the top left. Enter your account name and password in the window that
pops up (to obtain an account, contact Harald Fox or Eric Kajfasz).
Remember to log out of the logbook at the end of your shift.

Checklists: There are twelve pre-configured checklist icons to the right. To use
one of the checklists, select an icon and drag it into the SMT Log window.
Then proceed to complete the checklist by filling in all of the fields.

The checklists are:
»  Begin Shift: complete at the beginning of a shift

+  Between Stores: fill out (and update once per hour) during the time
between the last store and the next shot setup. This includes during
beam studies.

*  Quiet Time Calibration: complete any time a calibration run is
taken.

»  Shot Setup: complete when MCR is preparing for shot setup.

*  Begin Store: complete after a new store has been verified with the
Shift Captain.

«  Begin Run: fill out any time a new data run is started.

« DataTaking: complete a new Data Taking checklist once every
hour during an ongoing data run.

* End Run: complete at the end of every data run.
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SMT Shift Instructions

L ogbook
Use

« End Store: complete before a store is dumped (or after a store is lost
unexpectedly).

«  Shift Summary: complete at the end of a shift (this summary will be
automatically e-mailed to the dOsmt mailing list).

« HDI TROUBLE: fill out any time an individual HDI erquires
special attention (i.e. redownload due to FEB or high currents,
disable, re-enable, etc.).

«  CONFIG Change: fill out any time the SMT run configuration has
changed (i.e. any time an HDI has been disabled/re-enabled or there
has been a change in the voltage setting of any of the HV pods).

Text Entry: To add a text entry to the logbook, select the Text icon from the
right and drag it into the SMT Log window. Then compose in the
generated entry.

Creating Images: Many times it is required or desired to make an image of a
plot or gui window on one of the monitors. This can be done with the
import command:

*  Open a shell on the screen in which the desired image (plot, gui, etc.)
appears.

* cd to the appropriate SHIFT directory which may need to be created
(e.g. ~dOsmt/SHIFTS/2002/oct/16/day).

*  >import <filename>

*  Place the ‘+’ cursor on the desired window to be imaged, and left-
click. The image will be created as <filename> in the current
directory.

Inserting | mages: There are two ways to insert images into the logbook:

*  GIF/JPG Entry: Select either the GIF or JPG icon from the right
and drag it into the SMT Log window. A Get File pop-up window
will appear from which you can browse for the desired image.
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SMT Shift Instructions

L ogbook
Use

Insert into an existing entry: with the cursor positioned within an
existing logbook entry, select Image > From a File from the I nsert
menu on the SMT Log toolbar. A Get File pop-up window will
appear from which you can browse for the desired image.

Archiving Entries: Any entry to the logbook should be archived immediately
upon completion. To do this, left-click on the entry header, then right-click

and select Archive Selected Entries.

Annotating Entries: An annotation can be added to any archived entry by
clicking on the ANNOTATE button in the archived entry.
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SMT Shift Instructions

DOSMT Operations Database

The Operations Database is a web-based database that we use to keep track of
the performance history of the SMT. By far, the most-used section of the
Operations Database is the one in which we keep track of individual HDI
histories. In particular, it is a shifter’s responsibility to make a database entry
each time that an HDI is disabled or re-enabled.

The Operations Database can easily be located from a netscape window started
from the dOsmt account. A link to “DOSMT Operations Database” can be found
at the far right of the quick link bar.
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If you need to make an entry into the database for a particular HDI (e.g. when an
HDI has been disabled or re-enabled) , go to the “IB Testing” section in the left-
hand frame. Let’s assume you have disabled SW1B11-B:

*  From the pull-down menus in the “IB Testing” area, select: “Edit” “SW”
“1”. Then click “Go for it!”.

29-Jul-03 Operations Database 35



SMT Shift Instructions

DOSMT Operations Database

*  You will be prompted for a user name (dOsmt) and password (dab). Enter
those at the appropriate spaces and click “Submit”.

* A graphic map of the SW interface board crates will appear. Click on the

colored box corresponding to the IB channel for the HDI that you want to
make an entry for.

NOTE!:

In the download GUI and elsewhere, when HDIs are referred to

by their Interface Board channel, the numbering is in hexadecimal (e.g. the

117 in SW1B11-B). In the Operations Database, two designation are

given: the top ‘IB #’ row is in hexadecimal, the bottom ‘GUI #’ row is in
decimal. Be careful that you are selecting the correct HDI!
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DOSMT Operations Database

* A list of all entries made for that particular HDI will appear. To make a
new entry, click on the “New Rec” button near the upper left.
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* A new record template will appear. Fill in your initials, choose a “Status”
representing the current state of the HDI, and enter some thorough
comments describing the problems observed, what actions were taken and
why. The fields for individual currents do not, in general, need to be filled

m.
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DOSMT Operations Database
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*  When the entry has been completed, either click “Update”, which will
return you to the HDI’s history (where your new entry will appear), or click

“Update/Top”, which will return you to the interface crate map.
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SMT Shift Instructions

All-GUl s-starter

This GUI has been written to make your life, as a shifter, easier. It will allow you
to start most of the other GUIs you will need to perform your work.

To start this GUI:

* open a dOsmt shell window

* type:
> setup dOonline
>cd ~
or
> c¢d ~/monitoring
> /startguis.py &

e —— o p——_

(5
5 R e Ers
E
1

(it doesn not matter, as you whish...)

Page A: monitoring GUISs related to Low Voltages
and temperatures

Page B: monitoring GUIs related to High Voltage

Page C: monitoring GUIs related to download,

calibration and data taking

Page D: miscellaneous GUIs
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SMT Shift Instructions

All-GUls-starter
General Monitoring GUIs

The General Monitoring GUIs are the ones which allow you to monitor the
behavior of the detector as far as:

« HDIs DVDD currents

* Interface Board Low Voltage
* Interface Board Temperature
* High Voltage.

They need to be active at ALL TIMES. Usin
started individually (buttons|B.11[A.2},|A.3|,

o the all-GUIs-starter, they can be
A.4) or all at once (button A.1)

|
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HDIsDVDD current GUI

1. this GUI displays the DVDD currents of each Interface Board
Channel ( 1.e. each HDI)
2. It can be started from the all-GUIs-starter (A.2.) or by typing in a

dOsmt shell window:
> setup dOonline

> ¢d ~/monitoring

> /IBidvdd.py &
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DVDD Currents GUI color coding:
orange: LV is OFF

green: LV is ON and I_DVDD OK
purple: LV is ON and 1_DVDD slightly high
red: LV is ON and 1_DVDD high

red/black: Abnormal state (Trip or Buffer Disabled)

light blue: Channel is a disabled 6-chip F-wedge used
only to provide bias to the 8-chip partner

pink: Channel permanently disabled

grey: Channel not used
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SMT Shift Instructions

HDIsDVDD current GUI

Muon wall

SW

%
(=}
N
<

laly.

ADAPTER
CARDS

CABLE

|
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oy}
»

99)
o1

120 ladders

w
N

= 72 F-wedges
g c_s B3 48 H-wedges g C=G
é = B2 T | 35
2 B1 3
S . <
U I (‘5
LI | 0
— =
Muon wall
Location of the I nterface Board Cratesin the Cathedral
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SMT Shift Instructions

HDIsDVDD current GUI

The IB crates are subdivided into 2 halves (A and B), each half corresponds to 9
IB boards. In the IB crate GUI each IB is represented by a row:
* The first cell of the row contains the name of the interface board.
The name is constructed as follows:
* quadrant (NE, NW, SE, SW)
e crate number (0, 1)
» crate half (A, B)
* IB slot number (in hex: 02-0A and 0C-14)
It 1s followed by 8 cells corresponding to the 8 IB channels
(labeled A thru H). Each IB channel can be connected to an HDI.
The numbers written in the cells give the DVDD current in mA drawn by
the corresponding HDIs
«if a cell is gray and has a number, it means the
HDI is really dead and thus never enabled.
«if a cell is gray without number, it means that the
IB channel is not used (no HDI connected to it)

:<:|[|| 1 row = 1 Interface Board

IB channel
not used

half-crate A <

——__ dead HDI

never enabled

HDI drawing
106 mA on DVDD

half-crate B <

IB name

ABCDEFGH <:|m IB channel labels
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HDIsDVDD current GUI

- J R HDI (offline) name
] corresponding
NI = [T | to that cell IB channel name
FH HI- . corresponding
T R to that cell
i ] | e e
TR = A R
| | | I : m...l : 1T H AN s 1 rarin
| e jimlie p ey | ([ @ v R s
oo || 2= | L RO | 3 I
i el | ] e o
A1« I
Gl ) i N e
R mmCT BTEITen g
: ‘ | | I 1 .-m | ont o el o LalZ-n EFIZE 18 chimiel BRiME-B
S I i,

HV pod(s)

o cineall sequencer

connecte names of the a 1
correspondin

to that cell the HDIs sharing VRB to thra)lt cell :

these HV pod(s) corresponding
to that cell

click

I8t AVDIN Gh)  ANIOE [A] DVDD GA)  AVDD (V) AWDOE (¥ VDD ()  Temp (C} 8

BmT b SWoAm-a [ s | Liss | oo | BHEI | aikm | a0 worcd |
SMT_W_SWRAN-0 | D381 | D0ed | OOfs | SMET | AJER | SRR | (0REDd | Mo onE
st ¢ | s |G| G| swe | ww b e 8OGSS | B Channel
ST - i BT DS | nOPE | S0 | ATR0 | SARD  WONER M nipay .
S BWEE | M1 WG WM MGt | R e ) detailed status
SMT_IE_SWRAN-F | D3EE | pam DOf | ERE | AER | saER miEn |
AMT 0 SWAN.G | Dioe | 00w | e | piW | i | i s

| nme | oo | oma | ome | oo nose | wiEna

HDI currents HDI voltages IB Channel
IB Channels HDI status

temperatures
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SMT Shift Instructions

HDIsDVDD current GUI

* Check that the GUI is updating (e.g. from the GUI title bar date/time) if NOT
kill it and restart it

* You should only see a small number of HDIs with a purple or red color. Some
of the causes for this to happen can be:

« if only 2 to 4 HDIs become purple or red in a row (i.e. Interface Board),
this usually means the corresponding HDIs need to be redownloaded. To
figure out what VRB they correspond to, you can either click on the
corresponding cell in the DVDD current GUI or look at the IB/VRB map
posted close to the SMT monitors

« if HDIs are purple and red everywhere, it may mean that the HDIs are
not read out:

* check with the DAQ shifter that all the SMT readout crates are in a
global run

« if they are not, ask him/her to include them

« if for some reason the global DAQ has to run without the SMT
crates:

« if the DAQ shifters allows it, start a SEQ only run with your
own taker, after having prepared the SEQ only trigger file
with the crater GUI

« if the DAQ 1s down or the DAQ shifter does not want you to
start your own taker, turn on the pulsers from the main page
of the download GUI. DO NOT FORGET to turn OFF the
pulser whenever the SMT crates are put back in a global run.
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SMT Shift Instructions

| B Power Supplies GUI

There are 8 sets of IB Power Supplies. One set for each IB crate. Each set of
power supplies is comprised of: 1 15V PS for IB 1553 circuitry, 3 VCC PS to
power the IB ICs (1 for the 1st 7 boards, 1 for the next 6 boards, and 1 for the
last 5 boards), and 6 PS to supply power to the SVX chips (1 AVDD2 PS, 2
DVDD PS [1 for 3 chippers and 1 for 6,8 and 9-chippers], 3 AVDD PS [1 for
3 chippers, 1 for 6 chippers and 1 for 8 and 9 chippers])

To start the IB Power supply GUIs, open a dOsmt shell window:

> setup dOonline
> c¢d ~/monitoring
> /IBLVsmall.py &

or
in the all-GUlIs-starter click button 3 on page A detailed
digital status

IB LY PS5

| File Niew

SMT_LY_ MW
Ok

SMT_LV_MW1 SMT_L'-.-'_NE\

ok 818

SMT_LV_SWwo SMT_LV_SED
ok oK

SMT_LV_5W1 SMT_LV_SE1
(814 (819

N status; |Sun Oct B 111405

Vi Tem pEraius l:l:.|:

Eheni Flais Témperyius Fr ]

. Fagrtic Pl o,
The External Interlock can be activated by the: - , :
| | o | wee | caras !

* Cryo permit (HDI cooling)
* IB Rack Monitors (Flow, Leak, Smoke)
» MCH3 Switches to AC power of the IB PS
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SMT Shift Instructions

SEQ Power Supplies GUI

To start the Sequencer Power supply GUI, open a dOsmt shell window:

> setup dOonline
> ¢d ~/monitoring

> /seq gui.py &

or

in the all-GUIs-starter click button 6 on page A
power supplies power supplies
for the 3 North for the 3 South

sequencer crates sequencer crates

@av)vor | AE = :
' ' | (a2 vor | 52

||
-3

229 E'!i‘

[\ 5% Vo | Si18
|\ 53 Cun | 15008
5 2v) Vor | 517 |
Ev) Curr, [ 11278 i Supphy Oulget | | Suppl Qulpd | Enabied
@ von |18 ) B | Oversing bocw | Famote | | Opersi Mocn | _Femon_| b kil
oy . j : : mve oa3
Dedaile Marh Diedalle Soadh | -

2wy vor | 518 : I : _ | § V) Cum

Eri" (EWh Wi, 54
N ! | 1 [=TarE
gl I | | GAERANEE

g8 |£

. _f-"'f',l_E!J!'r_j 1oz Statuz |GUI [jtialzahon complate
_AEY) Vo (S 0R
(SV) Cur | MADT
@ vor | BE
(B Tun | 453
| @viver | Si8
| @vcur | &5

P irwar Conienl
P Corvienl for thie Norn Side

o ] . Forwnl Conpm |

powers off ALL North crates
(3 SMT and 1 CFT)
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SMT Shift Instructions

|B Temperature GUI

All IB crates have a set of 3 pairs of temperature sensors inserted beween
some of their IBs. The sensors are read out through IB channels which are not
used for HDIs.

If 3 or more temperatures out of 6 in a crate are over 35 degC, we consider that
there is problably a cooling problem on that crate. In that case the GUI will
automatically switch off the LV power supplies of that crate. So it is really
IMPERATIVE to check from time to time that this gui is updating.

To start the IB Temperature GUI, open a dOsmt shell window:

> setup dOonline
> cd ~/monitoring
> /IBdegC.py &

or

in the all-GUIs-starter click button 4 on page A

check that
M CRATE TEMPERATUEL 3§ - 105151 .
—_— time changes

i

3 l 3 pairs of temp
Ls-m | Sensors per crate
|

o

Clle for i DI ) A BA) AR R AWDOE [V DD [V Tewwil] Swhn
T T TE B ¥ R - G TTEEE T IEE T I._;ll-l | miE el
details warmanmaE | ogaw | eny s n | AEm e i e
BT 5L 1L e Wi T N i A A | e

TR e i T i -y imd | il
L T AT I E T T I ¥ T T T T T T TR T
TS0 Cads | ARE O A Wsa i 0\ el

EN & (TR amm nEm amm (F L (B e - FEHIH

L LI T TR IR T~ T T - BT T | T T G
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SMT Shift Instructions

Utility Scriptsand GUI s

To prepare to run the utility GUIs:, open a dOsmt shell window:
> setup dOonline
> c¢d ~/monitoring

Since some of these utility GUIs can be launched from the all-GUIs-starter,
you may want to start it too:

> /startguis.py &
Some of the most useful utility GUISs are:

« information about what VRB, 1B, SEQ, HV pod(s) a specific HDI (e.g.
B2-3-5) is connected to:

> /show_det info.py B2-3-5 &

« information about what is connected to a specific HV pod (e.g. 100P):
> /show hv_info.py 100 &

(rem: you must drop the P or N from the end of the pod name)

« information about a specific IB channel (e.g. SW0A02-C)

> /show IB info.py SW0A02-C &

« information about specific fiber input (e.g. fiber 2 [possible choices: 1,
2, 3 or 4]) of a specific VRB (e.g. VRB 13 in crate 6B)

> /show VRB info.py VRB 6B13

« information about a specific VRB channel (e.g. channel 2 [possible
choices: 0 thru 7]) of a specific VRB (e.g. VRB 13 in crate 6B):

> /show VRBchan info VRB 6B13 2
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Utility Scriptsand GUI s

* script to check fast and slow archivers:

>cd ~
> archiverchecks.sh &
or
in the all-GUIs-starter click button 7 on page D

> executing: Shomesdlzmtsarchiverchecks,sh &

FRST ARCHIYER JCHECKS

Archiver processes on dlol?8 (there should be threel:

AusrdbindHll wauth:  creating new authority file Atmpdauth31bZ_3842

dosmt 9484 1 0 Octld ? 00245128 /dousr/products/chan_archiver/ul there should be
dizmt 9485 9484 O Oct1d Y 0000106 Ad0usrdproductsdchan_archiverswl
di=mt 9486 9485 1 Octlf 7 01:23:47 AdOusrdproducts/chan_archiver vl 3 processes

Archive file on d0ol2d (zhould have a current time stampl:

Ausrdbind¥llsxauth:  creating new authority Sete=romp jth3lbe2 3935
i e 1 dizmt D0zmt 0450331 0021023—000000

|
SLOW ARCHIYER JCHECKS
1

date and time
should be current

-

Archiver processes on dold3 {there should be three):

AusrAbinddll xautht  creating new authority file AtmpdKauth31h2_16003

dizmt 11756 1 00ct?1 7 0016150 AdOuzr/productsdchan_archiverswl
dosnt 11757 11756 0 Oct2l 7 00400102 /douar/oroductarchan-archiveriv | there should be
di=smt 11753 11757 0 Octz2l 7 000724 Ad0usr/products/chan_archiver Al 3 processes

Archive file on d0aldd {zhould have a current time stampl:
AusrAbind¥ll xautht  creating new authority-fTle /tmp thal52_16103
—ru-r——r-- 1 dismt Dzmt. BI7E201E Oct 23 11:04 20021023-000000)

Archive checks complete - if different from expected, look
in the “channel archiver” section of the SMT Shift Instructions
for information on how to proceed

> 1

date and time
should be current

If this is not the cas, follow the instructions in the « Archiver » section to stop and
restart the problematic archiver(s)
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SMT Shift Instructions

Listing Scriptsand GUIs

* list of HDIs which are turned off

. : _ SCI‘ipt Style
> /listDisabledHDIs.py &
or GUI styl
> /show disabled hdis.py & S SIS
or

in the all-GUIs-starter click button 4 on page D
File Miew Help |
Lizt of 1B channels not enabled as off Wed Oct 23 11:02:22 2002
IB channel name Device name Status DBstat Cotmment
SMT_IB_SEQAQZ—F BE—2-E& Q20 0 know n
SMT_IB_SEQAQI—E BE—3-& Q20 0 know
SMT_IB_SEQAQS—E B5-5-12 Q20 0 know n
SMT_IB_SEQADE—C BS—2-B Q20 1 know n
SMT_IB_SEQAQT—A Bd—r—101 Q20 0 know n
SMT_IB_SEQBQC—F BE—2—1 Q20 0] know n
SMT_IB_SEQB11—-C BS—8-2 Q20 2 know n
SMT_IBE_SE1804—4 BS—3-2 Qw20 2 know n
SMT_IB_SE1AQA—E H3-2—4 Q20 2 know n
SMT_IB_SE1BOC—EB Fa—2-1 Q20 0] know
SMT_IB_SE1BOD—C FE—1-3 Q20 2 know n
SMT_IB_SE1BOF-F F1o—2-2 Q20 0] know n
SMT_IB_SE1B11—-H H4—-2-3 Q20 a know n
SMT_IB_SE1B1Z2—F F1z2—2—4 Q20 0] know n
SMT_IBE_SE1B14—-EB H4—-2—-F& Q20 2 know n
SMT_IB_SE1B14—-H H4—-2-7 Q20 0] know n
SMT_IB_SWOADZ2—B BE—E-5 Q20 2 know n
SMT_IB_SWOa0d—4 alEi—El=a] Q20 0] il V|
SMT_IB_SWOaDd—B B4—3-3 Q20 2 know n
SMT_IB_SWoOadd—C B5—}-3 Q20 0] know n £
Status:
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Listing Scriptsand GUIs

¢ list information about HV

ipt styl
> /list_underdepleted hdi.py & —————— Script style

or
- GUI style
> /show_underdepleted hdis.py & P y
or
in the all-GUIs-starter click button 5 on page D
File ¥Yiew Help |
List of underdepleted HY pods as of Wed Oct 23 11:03:17 2002 —i
(listed are only sensors that are underdepleted by SYW or morel
HO nlanned current depleted
deltal i) deltal () to Comment
o S B B e o e 2 B oo o 2 e B o o = BV S
BE—5-1 S0 0 0% /1% o b B g
BE-5-2 50 0 0% /1% e B g
BE—5-3 50 0 0% /1% o ) B !
BE-5— 50 0 0% /1% e B
BE-5-11 45 0 0% /0% i E
BE—5-12 45 0] 0% /0% o b E
BE—E-1 45 0 0% /0% e B
BE—E—2 45 0 0% /0% o) B !
BE—1-1 50 0 0% /0% ek ) g o
BE—1-E 50 4] 0% £ 0% e B
BE—2-1 50 0 0% /0% ) B !
BE—2-E 50 0 0% /0% e B
BE—-5—-10 (=10 0] 0% f 0% b V[
BE—E-10 (=10 0] 0% /0% ek ) g
BE—E-11 B0 0 0% f 0% e B £
Status:
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Rack Monitor Interface GUI

To start the Rack Monitor Interface GUI, open a dOsmt shell window:

> setup dOonline
> ¢d /online/config/ctl
> /pfm.rmi &

or in the all-GUIs-starter click button 7 on page A

e yiew Hote | Fle View 1|
cumteal | worth | west | Sowth | pest | cath | Tuneel | Comtral | merth | west | seuth | Exst | Cath | Tenned
Rack Smuks ST ""'__;'::" 4 'g'm A B TAT Rack  Smosa I-'r_,'w E: v ";ll:':f" -:.m AM CSTAT

BEOD ] mormel | i) =Y | [T Hormal | mesat]

pooi Komsl | Eeiet] Fitat 3 Mol | Eeast]
SEQS PCOZ 7 Famy | Bewetd 53 2 K| Beanmt
North Lo 24 Wome | Eesst] WE 5-£ | Mormal | Mesat]

PCDE | 2= mmal | Resei

PCOS | mormal | Radkat]

PCOB hewmal | ke

PEAT | 34 tarmsl | Eeiel]

PETE -4 farmel | Bt

Rl L] WFmE Eryprt

PCE g rwme | Reet
SEQS P13 _' :-l i Memal | Resat]

BE36 24 memal | Recw]
South pEX -4 Féer mi’ Rirk#l |

pCaa L ] Homel | et

] ) Ferme M

l'.ll'l.n:||'.lll imhimiratom complels Eisdue

_Svcanmeet | Recomnoct |

Central Platform RMs Cathedral RMs
Sequencer Crates Interface Board Crates

29-Jul-03 Rack Monitor Interface 53
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Read Out Crates | OCs

To run the Read Out Crate [OC GUI, open a dOsmt shell window:

> setup dOonline
> c¢d ~/onl _smtnew/util
> /smtreadout.ioc &

or
in the all-GUIs-starter click button 6 on page C
Fila_ Yiaw Hetp | terminal server port
o n ___—  towhich the TOC
IOC Mode CPU3  Mem 3 £ 1s connected
crate Oxb
dicl=mil | ] 7 Reboot |
: UH'.EDIE.'FIL'ITEED
SOplamiig 1 T 37 Reboot | 0
e e chck‘to reboot
d0clsmel 3 1 7 32 | Rebaot| <———  a particular IOC
rate Dx63 port 7
dlolsmil? i} T 3} | Reboot |
rate DxG4 port 28
0a|emion 0 T 30 | Reboot |
rate D5 port 2 7
diclzmt0s 0 ¥ 3} | Reboot |
crate Ox66 port 26 h :
n trying to r t
dlclemils | 0 T 52 | Reboot | whe ry gto ebOO
crate 067 port & you will be asked for
crate Ox6E port 10 :
doclsmiiz | 0 T 30 | Reboot | Onlined0
rrate OxBY port 25
dlclemtl3 0 T 30 | __E_lLﬂtJ
crate Cxba part 31
doplemtia | 1 T | 32 | Reboot |
rrate Oxbb port 24
dlclemtld 0 T 30 | Reboot |
Sratug; Iqlﬂ."}l’ll"l‘:LL all finmkad
rconnacs | [N ——— —click to reboot
all IOCs
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Read Out Crates | OCs

To connect to a particular IOC (e.g. IOC of crate 65 1.e. port 17):

[dOsmtRd0al28 ~1% telnet t-dO-mchZ

Trying 131,220,231,47, ..

Connected to t-d0-mch2,fral.gow (131,225,231,47),
Escape character iz '™]',

loging ioc

—  Onlined0

passward: — =
digi*» connect 27

bad state for a
process to be in

Ly i — list process in the IOC

HAME ENTRY TID PRI  STATUS PC 5 ERENO  DELAY
tExcTazk  excTask 3dff093 O PEND 190cEd  3fAfefch  300BD 0
tLogTazk  logTask 3dfcd20 0 PEND 190cEd  FdfcERS ] ]
tShell shell Ja2ciel 1 RERDY 173b¥c /3a2cdBE 30065 i
tRlogind  rlogind 3ddbe3s 2 PENID 170168 / 3ddba?s ] 0
tTelnetd telnetd 3dd9fF10 2 PEND 170169 3dd9dbo ] 0
tRdbTask  rdbTask 3dd73F0 20 PEND 3dd7290  doo03 0
tAinloTazklaioloTask 3df3dd 50 PEND 1708 3df0923 ] Q
tAinloTazk0aioloTask 2ded7cd 5O PEMD 2deq7 20 ] ]
tHetTaszk  netTask 3ddfe33 50 PEND 3ddfaEs 1] 0
tAioWait  aiollaitTask  3dF7Ybdd 51 PEMD FOlbE  Sdf7agn 1] 1]
tz_Casync 3chredd 3da81d0 70 DELAY (73130 3dafe?0 340004 8GR
scanl ZchE324 2a9cE08 0 DELAY 173130 3a9:h78 ] 1
chHigh callbackTaszk  2BE84430 71 PENMD 170168 3684368 ] 0
sCand 3che3z4 Jaale2 71 DELAY 173130 Faalddo ] 2
scank Jche3z4 3aa763d 72 DELAY 173130 3aarhald ] 2
scanl? Zchbs24 Zaacebl 3 DELAY 173130 Zaacdcl ] 3
sCanal Jche3zd 3ab2683 74 DELAY 173130 3ab2hds 1] 16
chbMedium  callbackTask 3dad9c8 75 PEND 170168 3dad300 ] 0
scank JchE324 Zab7e80 74 DELAY 173130 Zab?dfo ] 3k
scanlan 3chb3z4 3abdc93 765 DELA 173130 3abde0s ] Exl
sCan3in 3chB3z4 Jac2ebl ¥V IELA 173130 FacZen 0 14R
sCanbon Jche3z4 Jacheed oA 173130 3acoB3s n o 141
cbLiow callbackTazk Zcfdzeld 8§ 3d2b20c  3cfdles ] i
scanlnce  3chE043 Jace3dld 85 i 170168 Facezbn ] ]
EY dbCalinkevent_taszk AbE7350 87 PEND 170168 3bEF7a8  300Bb 0
dbCalink  dbCaTask ib7ec33 88 PEND 170168 3b7ebl0  300EL 0
tPortmapd  paortmapd 3dd8350 100 PEND 170168 3448810 16 0
aynchServersynchServer  3a34af8 101 PEWD 15b5ed  Fa34870  1cOool ]

29-Jul-03

I10Cs

55



SMT Shift Instructions

1553 Controller Crates | OC mapping

(MCH3)

Quadrant | 10C name | 1553 devices connected cableinfo
channel
SW dOolctl57 0 10 SEQ PC19-0A - Sequencers black #1
1 10 SEQ PC19-0B - Sequencers black #2
2 10 SEQ PC20-1B -Sequencers black #8
* 3 3 South SEQC — Seq. Controllers (South) black #9
4 18 IB SW-0 black #17 (G)
5 18 IB SW-1 black #18 (H)
SE dOolctl56 0 10 SEQ PC20-0A - Sequencers black #5
1 10 SEQ PC20-0B -Sequencers black #6
2 10 SEQ PC20-1A — Sequencers black #7
* 3 4 East RMI (IB power supplies/East) black #19 (A)
4 18 IB SE-0 black #20 (C)
5 18 IB SE-1 black #21 (D)
NW dOolctl60 0 10 SEQ PCO03-0A - Sequencers black #10
1 10 SEQ PC03-0B - Sequencers black #11
2 10 SEQ PCO03-1A -Sequencers black #12
* 3 4 West RMI (IB power supplies /West) black (green H)
4 18 IB NW-0 black #22 (I)
5 18 IB NW-1 black #23 (J)
NE dOolctl59 0 10 SEQ PCO03-1B - Sequencers black #14
1 10 SEQ PC04-0A - Sequencers black #15
2 10 SEQ PC04-0B - Sequencers black #16
* 3 3 North SEQC — Seq. Controllers (North) black #13
4 18 IB NE-0 black #24 (E)
5 18 IB NE-1 black #25 (F)
* South dOolctl58 0 SEQ/SEQC Power Supplies South
* North dOolctl55 4 SEQ/SEQC Power Supplies North

* This entries are NOT quadrant specific , i.e. they span two quadrants
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SMT Shift Instructions

Read Out Crates | OC mapping

(MCH2)

VRB crate name |OC name IOC port
60 dOolsmtl1 8
61 dOolsmt08 30
62 dOolsmt13 21
63 dOolsmt07 7
64 d0olsmt00 28
65 dOolsmt06 27
66 d0olsmt09 26
67 dOolsmt05 6
68 dOolsmt02 10
69 dOolsmt03 25
6A dOolsmt14 31
6B dOolsmt04 24
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SMT Shift Instructions

HV Crates | OC mapping

(MCH2)
HV crate name |OC name IOC port
smtsl dOolctl08
smts2 dOolctl48
smts3 dOolctl49
smts4 dOolctl25
smts9 dOolctl36
smtn5 dOolctl23
smtn6 dOolctl52
smtn7 dOolctl51
smtn§ dOolctl53
smtnA dOolctl35
29-Jul-03 IOCs 58



SMT Shift Instructions

Download GUI

1. Contact Harald Fox for any

questions about the Download
GUI:

— 847-414-4044
~ x5222
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Page Section
61. Instructions

71. Troubleshooting
72. Expert Guide
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b=

)]

9.

10.
11.
12.
13.
14.

15.

SDAQ / Calibrations
Quick Guide

Take SMT out of the Global run.
Start a SEQ only run.
Make sure the HV 1s off.

Set the SVX parameters for read all mode, check the SEQ
and SDAQ parameters and download the SMT.

Power cycle the readout crates and reinit them.
Bring the HV up.

Take an SDAQ run and follow the progress on the SDAQ
GUI and the Calibration Manager GUI.

When data taking is finished switch pulses on. Do not free
the trigger!

Bring the HV down and turn it off.

Set the SVX parameters to read neighbor.

Download the detector in sparse readout mode.

Wait until the data of all crates 1s committed to the database.
Free the trigger, turn pulses off and hand SMT over.

Make an entry in the log book and in the file
~d0smt/Calibration/CalibrationRuns.txt

Make a root tuple out of the calibration data.

For expertsonly:

13.
14.
15.
16.

Process the data to make new thresholds.

Download the new thresholds.

Install the new thresholds for examine.

Transfer the pedestal information to the offline database.
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SDAQ / Calibration

1. Take SMT out of the Global run. The Calibration run is an SDAQ
run. It does not involve or need the L3. It can go on in parallel while
experts work on the L3 and it is out of the system. It needs however
the L1 system and the COOR / Calibration manager / SDAQ
supervisor infrastructure.

2. Start a SEQ only run. The preparation for the SDAQ run will take a
while. The best way to ensure that HDI currents stay low is to have a
SEQ only run going. While this is strictly speaking not an SDAQ run
also this run does not need the L3. See the Section on PDAQ / Taker /
Crater for instruction on how to start a SEQ only run.

3. Make suretheHV isoff. We need to download the detector. This is
only possible when the HV is off.
4, Set the SVX parametersfor read all mode, check the SEQ and

SDAQ parametersand download the SMT:
Download crates 60-6B SVX Parameter
/ SEQ Parameter
HIME aif paraater | T
/ SDAQ Parameter

SV Parametar ;
SF3 Parasmaler.

VRECH &1 I I rrroa— print problen | delais
VIR 1 gt || WOG0n | colisiect | i VAR Parsmater i | prnt pribee | et
WRECA &2 dowsbosad | HDUOR | el iject | el Offing O3 FI8 L, | il peobdens: |t
Translation Map —
VRECA_§3 downlead | HDUofT | calisject | relscvme | casurason | priet problem | detads
VRECA 54 downiead | HDVoR | calispect | remitVME | calbraton | prnt problem | detas
VRICH_E5 duwmboard | WOROR | colisiect | rit UME | cabraton | prt probken | detas
WRRACA_ &6 downbaad || HOH off | ol iseel | it VME | calbeafon | prnk proble | et
WRECH E7 sownioad | OGO | caliject | et VME | calbrason | prnt prosien | - dutas
VRECH &0 dwemivad | MOV | caliject | remitVME | calbraton | prnt problee | deiass
VRBCH_EY downlead || WOVOH | calisject | remit UME | calbrabon | prink problen | delas
VIR B4 dorwnbead)| | D4 oit | ol iseet | il VME | calbrafon | prnk proble | et
WRHCA &8 HDH ait | ol lject | roisit VME | colbralion | prnd problon | s L
Teststand 79 MOHof | colisject | it VME | calbration | prnd poblee | delads
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SDAQ / Calibration

This is the button
configuration for
SDAQ runs. Set this
configuration before
you download the
detector.

W Parameter

cal_voltage |30
adc_pedestal |07
ramp_trim |0<700
adc_max |0
cal_pattem |0t
preamp_band  |0x24
pipeline |0

chip_current  |0x4

eshold

Modify database |

|0x23
Read_All
Read_Heighhor

Use Global Threshold
Last Channel Last Chip
Last Channel All Chips

Quit |

These are the standard
configurations. Normally no

SEQ Parsmater ) S
modification is needed. Just
seq_defall_calv (50
b I'tr| ¥ o SRl Farameior
calvl {010
calv? [Gid n_cal_ewenis 50
a3 i sdan_cal_pattem |0
calvd = B e
W LisaTPW
calvh {B=c20
W UseSEQC
ol for pobrity 1: r T
calvh (=TT i e
calvy (=TT Chack S ym
calvi [T 3 Do Aermine Caly
calvd [TH [ inc
calvli [ Livgj Ll
MudiTy databease auit | Modkly dlabase | Gl
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SDAQ / Calibration

5. Power cyclethereadout crates and reinit them. The VME crates
are located in MCH2 and are labeled 0x60 (SMTO 0) through 0x6B
(SMT5 _1). The power switches are located above the crates. Switch
the power off, wait a few seconds and switch it on again. Back in the
control room you may have to wait a minute before all crates are back
on. Then reinit the crates from the download GUI:

um
oo | R (R 7 | e | o

VREICH_ED duwnlad | HOUoH | cal inject cabhraton | prnt problem | detaks
VRICA_§1 duwndod | W00 | colisect [ rwisit v | cotraon | prnt pribieen | detads
WRECA_§2 dowdoad | HOH ot ] col iject | roisit VME || calibration | prink problosn | dutaks |
VRECA_§3 downlead | HDUoft | calisject | reisitVME | calbraon | pret probles | detads
VRECH 64 duwnioarl | HIM off | caliject || remit vME || calibraton | prnt protie | delads
VRUCH_E3 N T T I T —
e P TR T (e Q— Reinit crates 60-6B
WRECA_&7 dowwioad | HDURT | caliject || rolitvME | calbeation | pent peobien | detass
VRECH &0 downleard | HDHoff | cal mpect | reiit VME | callration | prit problem | detals
YREICH_E1 dowmbad | WOGof | calispect | remit vME | cobtrston | prnt protkes | ot
VRAEA &4 duwbesd | W00 | colisject | roisit vME) | coltirason | prnt etk | detas |
WRHCA &8 dwwwdoad | HDIRT | cal isjecy i cablwation | prnt peodlos | detals
Teststand_79 downlead | HDM off | cal isject E | calration | prnd problem | detaks
6. Bring the HV up. Check the HV section on how to turn the HV on

and on how to ramp it up.
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SDAQ / Calibration

7. Take an SDAQ run and follow the progress on the SDAQ and
calibration manager GUI.

1. Start all necessary GUIs from the All-GUIs-starter:

A L and Temp, Monitoring | B: High Voltage Monitoring || €: bownload &Calbration | D: Miscelanows

5

Sharl the ST F0AG GLN

|
| We will need those 4
art the SMT i‘y | GUIs for taking and
Start a Taker | monitoring a
|

Start a DNUD monitor calibration run.

O

Start readoul 1040 mstewlor

B Sart SOAG brovwser |

by

2. Select all the crates in the SDAQ GUI:

T T 0 Bl =] 7] M [ [ 1] ] (] [ (]
Tt manber af vty ; n n n n " " ] n n n n n
Event piantss | 0 0 u B v » 0 [ ] 1 n o
Total mewaber of prrsr: n n n n " » » (] a n n n
ol Vil g 0 ] o B ] » 0 1 (] 1 0 o

Pl i ; = init ik, init init il il il il it i i

Select all crates for
monitoring.
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SDAQ / Calibration

3. Create a run configuration using the SMT crater GUI:
L1 Trigger Run Parameters Run Mode
+ zero bias [50000  Default Prescale 1. Select an
- min bias |1 2 Default L3 Nodes SDAQ run
- tick10 - BX 2
Crate Selection
0x61 SEQD itori

o 060 | ] @ moni _nng

o %62 W 0=63 o SEG@I1 W exclusive

" Ox64 W 0x65 W SEQ?2 _| auto disable

hd
W 0x67 W SEQ4
W 0xB6
W 0x63 W SEQG
W 0x68 . o7
0x6A
| 0579 e 2. Make sure that 0x79 apd SEQ
select north F are off and all the rest is on.
select south select seq | :
deselect north
deselect south deselect seq | deselect all |
3. Save this configuration CS‘WE cﬂnﬁgumﬁua o |
| Sat Jun 28 04:21:54 2003: written fil commissioning/smt/auto-generated-1.0 D
—
4. The file is saved in this location.
4. End the SEQ all run and choose the new configuration in the

Taker window (see the Section PDAQ/Taker/Crater for details).

29-Jul-03 SDAQ/Calibrations 66



SMT Shift Instructions

SDAQ / Calibration

5. After the SDAQ run is configured the Calibration Manager GUI

should look like this:
L S, T T el

Sl o TEDEIEN 200

Cbbrmbon bdade fnn w By Foay il o T8 TS T
R FF End Run
—
e B o1 JF J4 44 48 4B 4% 4B A% 218 an

Procensing Sishrs H HE B B B B B E E EEE
i nition S OO0 8 0B DD OO D3

Salecwd Crates
o 08 Corwril

0 Cowwed Smaes E B BB B0 BB @ @ @ @3

Fun Kuriber (D mian  Fperky For Aan

6. Start the Calibration run on the Taker. Follow the progress on the
SDAQ GUI. The line “Run Modus” should change from “off” to
“Init”:

P Trmired Errar Faporl Calia by (e el a o

S4aT rain: i & @ ] (¥ @ “ = ] [ WA iR
! s ' n ' n " . n ' n r " n

i 0 i o [ i 7 i o 1 ] i

w =1 ' n ' n " . n ' n " " n

i 3 i i [ ']

< o by ml . -l a il =l o -l a il O —
S b 2 e

(2] kR s FEl EERE FES FR EFE EE FEF O FE I F FERA EER [ ]
7. The “Run Modus” should then change to “ped”, “Total number

of events” should read 800 and ”Event number” should steadily
increase to 800. Once this is achieved the “Run Modus” should

go from “db commit” to “success”. The final result should look
like this:
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Fzn Corpirm [ Fopeni il A b Chacureris i

ST Crwta: 5] 1] (=3 (%] Bi L] [~ [ =] 3] &l ki ak
Tl rasmlesr o1 svenin - [S9] L] o LY [ET] (=] it L1 [EE] (2] L] -
Fomdl psnlss - (200 L] L [ (B8] (] E Ly (] (1] Ex L
Tabd ismides &1 S4¥Ta4: L] [} u [ L] [} 1 0 [ ] a 1] 0
A Vi a n n L] L} n u L] Ll a L L]
(Sarn bl Swifak e Ori adiEld e sallfd SR RR e OEE e
el TR OITEN CE TR
g Lo | = L L - - = u &a LI -] Bk m R =N LI o] LI - NN ol
8. The Calibration Manager now receives data from the crate. The
GUI looks like this:
difr Chelbea e
miwics idgcin | Daim - S H Wil s TV AN TS
------ L RLE] H B B [ B B e HE BB
W S d O O O d oo [ = = |
] Dt S 0 0 8 @ B B 8" B B BN
0. At this point the data taking part is finished. The run has been

automatically stopped by the Calibration Manager. However, it
1s important that the trigger is not “freed” in the Taker as long as
the commit is not yet finished.

8. Start the SMT pulsar from the download GUI.
Button for the ot -
pulsar —_
VRETR_ 54 dorwmiaad HDI et | callinjec. | rEinil YME calibraden prini pragdenn detalls
L=y = ) rireardoead HN n I =l o I il wRIF rolibroSee rrieyl reemibdonn FipSnilic:
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9. Bring the HV down and turn it off.
10. Set the SV X parameter s back to data taking mode:
W Faraimeeer
Col_snsage ]
mic_pedesial a7
Faniij LHIM 107 D)
mic s 0
till il lirn ilad
preamp a4
pizvdme b
Clip_ciire -ll-l
This is the AN
configuration Maacl_Mokghi
for physics ::> Tl Lt c1op
data taking. i
Hadily daladume Lant
11. Download the SMT with the new configuration.
12, Wait until all data iscommitted to the database:
[ i

“ardipen

Fum besber | | TRAZ? Sy Fun Firdshad

13. Freethetrigger in the Taker window and hand SMT back to the
DAQ shifter for the global run. Congratulations! We now have a
new calibration run bagged.
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SDAQ / Calibration

14, Make an entry in the logbook and in file
~dOsmt/Calibration/CalibrationRuns.txt

15. Make aroot tupleout of the calibration data. Go to the directory:
1. cd /home/dOsmt/smt_ped_tools _new/runs

2. ../smt_ped_tools/scripts/rootFromRun
#runnumber

3. As summary you will see the number of strips extracted from the
database when the process finishes. Sometimes it happens that
the process doesn’t exit gracefully. It then consumes loads of
memory and CPU time. In this case try to kill the process with
an interrupt (*C) or an explicit kill command.
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SDAQ / Calibration
Troubleshooting

. The typical problem is the status “error” in the status
line of the SDAQ GUI. Stop the run from the
Calibration Manager GUI. Do not stop therun from
the Taker. Free the trigger (Taker), reboot or power
cycle the corresponding crate and try again.

2. We had 2 occurrences where above error message
would show up permanently for a random crates. The
problem was fixed power cycling the 1553 controller
crates in MCH3. Caution: After power cycling those
cratesa download from scratch is necessary. The
1553 controllers lose the memory of the power bits.
Those need to be written again with a download. For
that the HV must be off!

3. Sometimes crates are Front End Busy at the beginning
of the “ped” stage. In that case a (few) sclinit may help
(ask the DAQ shifter). It is advantageous when no
other run is started/stopped during the calibration run.
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SDAQ / Calibration
Expert Guide

For Expertsonly:
16. Processthe data to make new thresholds.
1. Start the SDAQ browser from the All-GUIs-starter.

A: LV and Teng. Monitoring | B High Vollage Monitoring | C: Download &Calbration | D: Miscellanous

1 Start SMT downlsad GUI |
2: Start the SMT SDAG GUI |
1 Starl the SMT Crater GUI |
4 Start a Taker |
5: Start & DAG monitor |
6 Start readout 10C monitor |
T Start o

B Start SDAG brwsar |
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SDAQ / Calibration
Expert Guide

2. Load the SDAQ run you want to investigate. This is usually the
most recent run. Watch the text window for error messages. Try

again in case of problems.

[AIl Folders

] ROLIT Pl

1. List the
available runs

| Creviants of “homesdDsnbamt_pad_to
IEi‘nul‘:-lli.ﬂ’ll'l 17EET1 rood :l
Tl Sl Sdanun_1 TE212 rocd
3 Bl Sadmy Py 1 TEESSS et
T8 sisdan un_1 TRG1E rocd
i By S e ¥

AR ] Sadmn M1 TH2EA rood

:E:‘-ml ] T S U T
[
Jupdale =048 ﬂ

Inro | Anaiyvsis | Lis Typs | Make ROOT Fae |

Help

- | Loaded Refererce fun 177816

2. Double
click on the
run you want

Load Reference Rur| Iphul Threshelas| # Compare Hillﬂ!}&l‘l‘lil

3. Load a reference run for comparison

to work on
3. Load the reference run. This is usually the last SDAQ run that
was used for producing new thresholds. The SDAQ Browser has
the ability to compare pedestal and noise for 2 different SDAQ
runs.
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SDAQ / Calibration
Expert Guide

4, List the problematic HDIs. The program calculates new
thresholds from the pedestal and noise data. The SDAQ browser
automatically identifies HDIs with different problems and
groups them accordingly. One can either look at individual HDIs
and decide what to do or implement the new thresholds for a
whole group.

Control buttons for scrolling through a list.
Start by selecting the middle button.

Page for HDI listings

i Lk Fareciurs
J‘F L&l Bumdare Corwll Bullons:

L Prodbesm i HB'!-l 'q'.l:-l'l'lll .

T—— . Selection button

I % for a specific list

Lisi HO: Wit Bdg Thireshald Shi Corrii

e —
List HOt Wit g Thiwsna s Dfearca|  Comnil
List M- Frobiens s He| ’

L'i|ﬂ|H|::|'!-| i e
L LL) | Button to commit

Lis] Basmaly and Digee in Aun

new thresholds
without further ado
to the database

S e
L o) i bmiacs: iy | FEED / 3

Selection button to

HDIs in a specific Manual input of corppare pedestal and
list thresholds noise to the loaded
) reference run.
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SDAQ / Calibration
Expert Guide

5. Go through the list of HDIs with big threshold shift and add new
thresholds to the database. Select “List HDIs With Big
Threshold Shift”, start viewing by pressing the middle control
button, and manipulate thresholds by selecting “Input
Thresholds™.

E..“m o - - - - -h
BT = 2 Al inl B@im)

ATFw v hedpis |ty | e oatem |
T
RN TR T
[ A P

.
- Gt

#a
n
an
L1}
-
i
i

-

Manual threshold

input
Pedestal and Noise Pedestal and Noise Pedestal and Noise
for the reference run for the new run for the reference run
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SDAQ / Calibration
Expert Guide

SVX chips
Thiwabole Duda Ko BE-5-1 A
Y

Chip mamlsr 1 I 3 Pk Edi

Reference run e e Ll = i -

Fest + § parkorence) il | 54| ¥ L

Frd + 3 dige inead ﬂ ﬂ lI - ~

New run P+ B ) | M| | b i~

T | el ™ | = i~

Threshold in DB = I é 5

- D
mplt| esd| ] frim] Cioee
L

Manual input

Commit this threschold
and go to next HDI

6. Go through the list of HDIs with many strips below threshold
and add new thresholds to the database.

7. Commit new thresholds with big threshold difference to the
database. There are 2 algorithms implemented to calculate the
new threshold: average Pedestal + 6 ADC counts and average
pedestal + 3 x average noise. We see a large difference between
the methods for noisy HDIs. The automatic calculation for noisy
HDIs is fairly good. We can therefore do a global commit for
this group.

8. Commit new thresholds for noisy HDIs to the database.

Commit new thresholds for non-problematic HDIs to the
database.

15. Download the new thresholds. It is probably best (but not necessary)
to restart the download GUI for this.
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SDAQ / Calibration
Expert Guide

16. Install the new thresholds for examine. Select “Global Parameter”
and “Offline Cal File” from a download GUI that you don’t need for
other purposes. This process takes a lot of time. For each of the crates

a output file is written to
/online/data/smt/outcal Ox*.txt These files need to be
linked to Zonline/data/smt/cal _Ox™*.txt Edit the file

SmtConfiguration.rcpin
/online/examines/pxx.xx.xx/smt_examine/smt_conf

19/rcp/ accordingly.

burn glokeal st
v | [ (W] | e |

SEQ Farmmeler

VRBTR ED downipad | HDloff | caliject | peS000 PARNENT o | orntproblem | detais
! |

mrnf renbdam: dAnbails

TR &1 whseendncd HIN| =i

17. Transfer the pedestal information to the offline database. Follow
the instructions in http://www-dO.Tfnal _.gov/
~yasuda/smt_transfer._html

29-Jul-03 SDAQ/Calibrations 77



SMT Shift Instructions

PDAQ / Crater / Taker

There are only few occasions where a SMT shifter needs to
take a PDAQ run. Those are mostly special runs for
investigating an SMT specific problem. With some justification
you may also count a SEQ only run as PDAQ run. This kind of
run does not need the L3 infrastructure. Data is not shipped to
the front-end crates. Those runs are useful when SMT cannot
be part of the global run or when there is a L3 problem and the
SMT needs to be read out to keep the HDI currents stable.

The tools used to start and control a run are SMT Crater, Taker,
Coormon and the DAQ Monitor. They are all started from the
All-GUIs-starter:

A: LY and Temp. Monitoring | B: High Voltage Monitoring N C: Download &Calibration | D: Miscellanous

1.: Start SMT download GUI |

2. Start the SMT SDAGQ GUI

Coormon is started from
page D: Miscellanous.

. atart a DAQ monitor
G.: Start readout 10C monitor |
F.: Start calib manager gui |

8.: Start SDAQ browser ||

| o |
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SMT Crater

SMT Crater. This GUI is used to configure any of the runs that SMT needs.

Trigger
Selection

Run Parameters Run Mode

L1 Trgger

Run Parameters

ISDEIDEI Default Prescale

Default L3 Nodes

Run Mode

% zero hias % PDAQ

- min bias - SDAQ

s tick 10 - BX ~ SEQ only
Crate selecaon |
o 0=61 o SEGQOD @ monitoring
1 0x60
Crate Selection : oxe2 o 0x63 ® SEQ1 B exclusive
¥
o %64 H 0xba o SEQZ _| auto disable
¥
o 0xE6 0 Ox67 o SEQ4
b .
. 0x68 W 069 w see6 || Run Attributes
¥
W 0x6B o SEQ7
W 0x6A
L0x79 LSEQE
Crate Selection o select south select seq select all
hortcut deselect north
Shortcuts deselect south deselect seq deselect all

Save Button C————— = ( save Configuration ? auIT |

I| Sat Jun 28 04:21:54 2003: written file commissioning/smt/auto-generated-1.0 | I

Status Line
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. Run

SMT Crater

Mode: The most important selection.

1.

PDAQ: For special runs where the data should go through L3 to
tape. Prescale and number of L3 nodes should be adjusted to the
needs of the run.

SDAQ: This is the run type used for calibration.

SEQ only: This run is mainly used to keep the HDI current
when there is no global run or SMT does not participate in the
global run. This run is especially useful during downloads, when
preparing a calibration run. None of the VME readout crates

should participate in the run. L3 is not used. This run is close to
an SDAQ run.

. Trigger Selection: One can chose between 3 different L1 triggers:

1.

Zero bias: This is the default. The trigger is quasi randomly
distributed (depends on the prescale factor) over any possible
bunch crossing.

Min bias: Any bunch crossing with interaction is triggered on.

Tick 10— BX2: This is the ticksel2 and triggers only on one
specific tick, at the moment tick 10 corresponding to bunch
crossing 2. Dan Edmunds can change the tick number easily.

Parameters:

The prescale should be adjusted according to the desired output
rate. The zero bias L1 has a rate of 1.7MHz. The default prescale
of 50000 gives an output rate of just above 30Hz. The prescale
must not be a multiple of 3 or 59, otherwise the selected tick
numbers are not quasi random. The prescale can be adjusted later
from the Taker.

The number of L 3 nodes should be increased depending on how
many crates are read out and whether SMT is zero suppressed or
not. Talk to the DAQ shifter. If the load on the L3 is too high the
readout can get stuck. The number of L3 nodes can be adjusted
later from the Taker. The number of L3 nodes has no effect for
SEQ only and SDAQ runs.
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SMT Crater

. Crate Selection: Select here which crates should participate in the
special run. Note that 1 SEQ crates corresponds to 2 VRB crates.
When a VRB crate is selected the corresponding SEQ crate is selected
automatically. If a SEQ only run is chosen the selection is done
automatically. Note that crate 0x79 and the corresponding crate SEQ
F are located in the test stand in MCH3. Don’t use these crates under
normal conditions.

. Crate Selection Shortcuts: Some buttons to make the crate selection
quicker.
. Run Attributes:

1. Monitoring: Adds a monitoring flag to PDAQ runs. The online
monitoring is run in parallel on the readout crates.

2. Exclusive: The selected crates are requested exclusively for this
run. No other run using these crates can be configured. If a run is
already configured with one of the selected crates then
configuring the new run will fail. This flag should be set in most
cases.

3. Auto disable: This flag may be used to issue single triggers. The
run is automatically disabled after a trigger fired. The run can be
enabled for a single trigger from the Taker. Currently this
function has no use.

. Save Button: Writes the configuration file.

. Status Line: Gives the date, time and location of the last
configuration file written out. The location is used again for the Taker.
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Taker

Runs are started and controlled from the Taker GUI:

1. Load the configuration file created with SMT Crater. Select <Modify>—
<Change Trigger...>

fie oty | infe  Extenions Hnb'l
Smhr  Change Trkpoey.. Flr Recarding o
ionfy | _I'"ru:l:-elluﬁul'
= :; o

B Secosaing

ity comfiguration or run [T eEry

2. Select the path and filename that was stated in the SMT Crater Status
Line. The current values are below. Select <OK>. Check the Taker
window for error messages.

Choase & configuration.

Path: commissianing's S — Path

[Eustnm)
(] ]

L

Filename

auto-ganeratad-S0AG-1.0
avto-generated-SEQOMLY-1.0
auto-generated-macial-1.0
auc-generaed-mace-FDai-1.0
aulc-peEnerated-macisil-1.0
zero_bias_3L1LEL3-1.00 i

a4 Up (LEFT) |  Cancel[ESC) |
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Taker

3. Make sure that recording is switched on/off according to your needs
(Menu <Modify>). Without recording on (default) the data will not be
written to tape.

4. You may change the prescales or the number of L3 nodes (<Modify>
— <Run Parameters>).

5. Start the run with the <Start> button at the bottom of the Taker
window.

0. Make sure that the number of events written into the status line at the

bottom of the Taker window is increasing.
Stop the run when the desired number of events is reached.
8. Free the trigger from the <Modify> Menu.
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High Voltage

Page Section
85. Description

86. Tasks

87. Ramping HV up/down
88. Global HV Control
93. Channel HV Control
96. Underdepletion

98. HV Alarms

101.Troubleshooting
101.HV Pod Trips
104.HV Crate Trips
105.Minor HV Alarm
106.Major HV Alarm
108.StripTool

109.HV Information
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Description of the HV System

The high voltage (HV) system is used to deplete/bias the sensors
used in the SMT. The power supplies used for this can be found in
MCH?2. There are a total of 440 HV pods of the BiRa 4877 type in

A HV crate consists of a power PC (PPC) for monitoring and control
and up to 6 HV modules, each with 8 HV pods. The HV is
distributed via a system of fanout and breakout boxes and the
interface boards

SMT sensors are grouped together in HV groups, which can consist
of up to four sensors. In the case of double-sided sensors, a positive
and a negative HV pod are serving the HV group.

The HV pods can be monitored and controlled by a number of GUI's
in the control room. It is normally not necessary to take any action in
MCH2.
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Shifter Tasks

The SMT shifter is responsible for the stable operation
of the SMT HV system. This encompasses:

1.  Ramp-up and ramp-down of high-voltage at
appropriate times.

2. Monitoring of high voltage parameters.
3. Monitoring of and reactions on HV alarm
conditions.

4.  Reset of HV trips.
Documentation of the current HV configuration.
6.  Documentation of any HV related problems.

N

Most of these tasks can be done by using a set of GUI's
and scripts that are described later.
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When to Ramp HV Up

HYV can be turned ON if the detectors are powered under two
conditions:

l.

No Beam: If there is no beam of any kind in the Tevatron, then it is safe
to bias powered detectors. Verify with the shift captain that there will be
no beam for at least 10 minutes, and that MCR will call before injecting
beam. Biasing is typically done at such times for commissioning or
calibration studies like SDAQ runs.

Clean, Stable Beam: This is the case after shot setup, injection and
scraping have been successfully completed. Check with the shift captain
to confirm the status of the beam. Normally the shift captain will give the
command to start ramping up the HV.

When to Ramp HV Down

The time needed to ramp down the high voltage should be a little
more than 3 minutes.
HV must be turned OFF before:

1

Shot Injection: The detectors cannot be biased when beam 1is first put into
the Tevatron. During shot setup, check with the shift captain to ascertain
the accelerator schedule, and start turning off the HV at least 4 minutes
before injection.

End of Store: HV must be turned off before the beam is dumped. Again,
check the schedule with the shift captain, and start turning the HV off
several minutes before the end of store. Normally the shift captain will give
the command to ramp down the high voltage.

Turning on the detector: Whenever a HDI has to be switched on (e.g. after
a LV trip), the high voltage corresponding to this HDI has to be ramped
down and switched off.

Beam Studies: No HV during any accelerator studies.

Beam manipulation during stores that might result in higher losses (e.g.
rescraping).

Work on HV system: obvious...

29-Jul-03 HV Instructions 87



SMT Shift Instructions

Global HV Monitoring & Control

To run the global HV GUI:

Open a terminal window on the upper SMT monitor, and then
> setup dOonline

> cd /online/config/snt/hv

> ./snt.hvg & o .
This is a representation of all

Or from the "startgui" gui B.3. the HV crates in MCH2.
Film  View Halg
m-q:!;g'_'  Rack-M221 | Rack-Mz22 | Each HV pod is represented
S SMTNS (B Unsssigoed by one of eight pairs of
nl1 2| 9[4]8] :|1 2lalajsil|alr|2]a]a]s]

-+ colored boxes under a module

i;;;;; ;;;;g == number (e.g. “2”) in a crate
= ! == (e.g. smts9). A pod’s name is

EMTHE £ SMTSE

;Liil | 5] n.1 2|3|a|s] |Dj1]2]3]|4|8] of the form

> " [crate][module][pod][polarity]
;i (e.g. the circled pod is 926P,

......... = = the polarity (P/N) can be

C O AMTSRE O SMTH? CSMTNA,
al

nhi_lu! o iu_ls 011131*“ found in the Channel HV gui

;; ;;; ;; ;;; ;;;; described later).
- smts1 through smts4 are

aMTs4e | [E SMTHE [ Unasssigred

n|1 23|48l [olriz|3[e]5] n 1]2[3]4]5] located in rack M220, smtn5
+= through smtn8 in M221 and
‘“é‘” smts9 & smtnA in M222.
Status! |GUl intialization complete
Reconnect  Off | On | Reset  Lock | Unlock | Full | Standby

Remark: There is no crate B in M222, although there is a power supply
for it that 1s not used. It might be possible that the DAQ shifter
complains about this power supply, since it is in his checklist. It does not
affect any SMT operations if this power supply is switched off.
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Fila Wiew

Global HV Monitoring & Control

Heip |

et e F e

B 5MTS]
oij1/2|3|4|%]

SMTNS
|:||1 FAEAEIED

B Unassigned

a1 2/3|4|%]

1]

e | “m._._
oj1/2]3|4]%] n|1 AEREIER n|1 HEICIER
|

=+
....,._ 5““. —— ._...... Iﬂm? —— ..-_-. l“f"‘.-_-_
FIERETEIEIE nn 2[3|4|8] ﬂ 1/2/aj4|s]
;; 3; aﬂ aﬂaﬁz

‘l_‘ '_!-I.'I_'Iil- = T = !.I.I'I“I'-Il il l.In-IInIH 1
D_]J_fi_i_ilil I:IIT = EIJ_'l_l_!_-_ 011 4._____”!

—i=

FIi I I o

Status! Ul i

mtialization camplete

The right colored box for each

pod indicates the pod status:

Blue: turned OFF

Orange: turned ON

Yellow: ramping

Light Green: OK, ramped up
and holding at set voltage

Dark Green: locked

Flashing Red: tripped

Flashing Black: disabled

The left colored box indicates
the pod’s alarm status:

Light Green: OK

Yellow: Minor Alarm

Red: Major Alarm

Reconnect  Off | On | Reset  Lock | Unlock | Full | Standby

AAAAAL

— Lock: lock pods at current settings

I

— Reset: reset tripped pods
— On: turn on pods
— Off: turn off pods

— Reconnect: reconnect to the monitoring process

t Standby: set and ramp

all podsto 0 V

Full: set and ramp all pods to 100%
Unlock: unlock locked pods
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Old Global HV

Monitoring & Control

To run the old global HV GUI:

Open a terminal window on the upper SMT monitor, and then
> setup dOonline

> cd /online/config/snt/hv/OLD

> . /hv_det _nod.py smAll.hvd &

Or from the "startgui" gui B.1.

This is a representation
of all the HV crates in
MCH?2.

Each colored rectangle
represents one HV pod,
and each crate is

designated by its name

: (e.g. smtsl).
SESEEEESEEEEE smts1 through smts4 are
== ?ﬂf ==i=i= Eﬂf SIS located in rack M220,
== [ smtnS through smtn8 in
== SESE M221 and smts9 &

o e B smtnA in M222.

Note: Global HV operations are preferably carried out using the new
Global HV GUI (previous section). The reason that the old Global HV
GUI must be running is to provide SMT HYV status signals to the Control
Room LED status board.
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Old Global HV
Monitoring & Control

Set HV: pull-down menu to define set voltages

RAM P: start ramping pods to set voltages
ON: turn on pods

f r OFF: turn off pods
OH .

=
3

gllllllll B

f

IS

Pod states are indicated by

color:

Blue: turned OFF

Orange: turned ON
Yellow: ramping

| White: paused

Light Green: OK, ramped up

and holding at set voltage

1 Dark Green: locked

Flashing Red: tripped

Flashing Black: disabled

RESET | PAUSE RESUME  LOCE | UNHLOCE

Y Vil A A
| BN ) OcK; unlock locked pods

— LOCK: lock pods at current settings

— RESUME: resume paused ramping

— PAUSE: pause ramping
— RESET: reset tripped pods
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Global HV Ramping Procedure

1. Start the Global HV crate GUI

> setup dOonline
> cd /online/config/smt/hv
> /smt.hvg &

Or from the "startgui" gui B.3.

2. Ramp-Up:

a)  Turn on all pods: click the On button

b)  Check whether all pods go into the ON-state, or if
any are tripped. If any pods are tripped, reset the
trips by clicking the Reset button.

c)  Start ramping to full voltage: click the Full button

d) If any pods trip (i.e. start flashing red), click the
Reset button immediately, and then click Full
again.

¢)  When all pods are fully ramped and holding (i.e.

light green), lock the pods: click the L ock button.

3. Ramp-Down:

a)
b)

c)

Unlock all pods: click the Unlock button
Start ramping to 0 V: click the Standby button

When all pods have ramped down to less than 5 V,
turn off the pods: click the Off button.
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Control

The Channel GUI is particularly useful for working with
individual pods and troubleshooting (resetting trips,
tracking currents, etc.).

A page for each HV crate

Channel HV Monitoring &

Flis FEIMT  Flan Fads Haig
R | swniz | wras | e | MG | i TRE | AEINF Il T ]
Chamd bofrp LMm Ymem eiet o asd | beed bms | Cueesl pltw |bus oMar Yom vbeed b i |
e [wm [ e | o | owa [mn s [ ] w | % | e el
anp i in LT i | ics [T in (1] =] (1¥F] [T E D ¥
e = = o | " | n a8 o | s | ma ] m
e = | e | m | wos | ome| [T 5 ® | saa |iEea ) 6r
£t w1 i.l' [T | ©® --_ﬂ'.'l— A% 4 1] & | s & L)
T L] 168 L1} : -.i.-; ne -2 188 - -u_ O -I':I.-L LT ]
e = | | om | T | am R I E
1. ®o | i a | FTAET ak | | =E 1Ea | =%k | 328
1w & i u | W T =i I 5 | £a | -ai | THd
Lt [ 1eE EL I o RS A L] k1 1] -7 .I-—i'll =1ak [LE]
e % - w | ERTS -2 m| oo | e el
1n 3 W n H | der - TR AEN T ET
R a us w | W na T 1] - TR T anr
mE ir L1 il !r“ [T (T ] =0 L] = | -1|..1 =TE1 .u
e 4 ™ m | =a [ -n m | oea [ o [ ] s
i o | & | | T | a3 R EDE RS
e a -|.|. W | Wi |2 - i NEDE" i
r = - uw [ e | -1 oo | - [ -se Poand gea
T % | = | & | e | pa =TE T N TR T
P " Er “ | M | oaa T T -+ ]T_-"u'_:' 21
T t 188 el I-- HEE (1] i 108 -r3 |._-'|-l-l- -—‘hj s
= = | e | m | e | ser| a8 | om | o-m | us | esl B3
e M| oI u | Mo | &R ad | o | em | s |epen g
e | o | a | i | kB ERE RIS
s Rt far 1 _Hae_sim rtwried
mocommnct | oemien | onimm | o | e | wamp | e | wwws | o | ueies Hasni

To run this GUI:

> setup dOonline

> cd /online/config/smt/hv

> ./smt.hvc
Or from the "startgui" gui B.2.
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Channel HV Monitoring &
Control

Flis Fikm  pE AT pien sass He m I
TR R LT GRTER TS MRS | ki TR EETHF i

lllllll Trim M Y M 8 et ¥ Emed | Emsd Tomim Chewnl F . Trip | Mim ¥ Bas VYV E;t ¥ kesd ;s Siheis I

El 108 m T ] any LT rﬁ_ (Lal: 114 1] ar 1] R LT -ll-_lﬂ_
182 0 £ I TR T m ¥ i T i 1 Y |
T g 1 [} H -_ 1 1] " 111 (1 & Fﬁ |
L T} [T “,H-
I

L L State: shows current state of the HV pod
| Read: bias current reading

V_Read: bias voltage reading
P V_Set: bias voltage set point

P VV_Max: bias voltage maximum
(i.e. bias voltage for full depletion)

¥ | Max: bias current trip point
¥ \/_Trip: bias voltage hardware trip point
P Channel: HV pod name, last character gives polarity (P/N)

- " I 4 111 - ] =1kl B [EST ] |
155 i =5 il i aml u | 5-.;]' 19510 18 1] -1, 1548 1&E A “ﬂﬂ
|

bk [Pl far DT _WeC_ Spnie dlarie i

1aik malenk | LT

A A A A A

BRI REEETT | =dfiiE i il | il

Off: turn off pods J
On: turn on pods
Ramp: start ramping

Pause: pause ramping —

Resume: resume paused ramping ——

Lock: lock pods at current setting —

Unlock: unlock locked pods —
Reset: reset tripped pods —
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Channel HV Monitoring & Control
States & Actions

film Fies iwiH¥  Elei pisde Help

BETHI FHTIE FHTEES | EETES TR SEiTRE FRTEE | FAEPEE |

] W _Trip. LWas Y.Fas W_Hel T Gesl [_FEad e haesi V_Tree LM VW W_Sef T Wl LBped  Jhdr

T n [ W | maa | wma | i3 T 1 £ a | s | and ok

| EL 1] (L] m | s wil ma 1 re L1-] (11 [TF] e |

fiad L] (] o sl LR [ 3] 1EEF L] i 1] [LE] [LE]

1EF [ H] 1 m | s wa | 14 B ” n 111 LTT] (LR

11688 1] (2] [1] (1F] ang FR] Fa L] ak L1 ] 4kl

1138 i ] m FTT] 1y | a4 B s -3 i - x| i'

iak ik L] in ini nd [E i -an 1 =18 -1i8 S E]

1IEF L] (6] BT FREm BT -5d ] a5 | -2 ada |

1iE# 4 L] ik ¥ | nia il =Tk 15 =i -ia =44

122F L] e L] i :I.I.l L LL (B o1 B EI- 5| 111  wag

1188 il e i i a i 1 " -1 & an |

168 T = TR T TR 51 oo | oAl

118F a = ] ¥ 13 EEJ L1 L] n in ] ]
1l3F Foi] = § i 2k bl 13 | F] ELLL] ]
1148 ad = s | ama 143 | T L1 m 2 1T ] 188 48 “

Off: turned off, options from this state are:
- On: turn on the pod
- Disable: disable the pod
On: turned on but not ramped, options from this state are:
- Off: turn off the pod
- Ramp: ramp the pod to V_Set
Ramp: ramping to V_Set, options from this state are:
- Off: turn off the pod
- Pause: pause the ramping
Paused: ramping has paused, options from this state are:
- Off: turn off the pod
- Resume: resume ramping to V_Set
Holding: ramping to V_Set completed, options from this state are:
- Off: turn off the pod
- Ramp: ramp to V_Set
- Lock: lock the pod at its current setting
L ocked: locked at current setting, options from this state are:
- Unlock: unlock the pod

CX OC/CX OV/CX: tripped (overcurrent/overvoltage/group-trip), options from this state
are:

- Reset: reset the pod to On
Disabled: disabled, options from this state are:

- Enable: enable the pod
Pod states can be changed globally using the buttons at the bottom of the GUI,
or individually by clicking on a pod’s State box.

29-Jul-03 HV Instructions 95




SMT Shift Instructions

Underdepletion Script

Some of the SMT sensors can't hold the full bias voltage they
were originally designed for. These devices can be biased
only to a smaller fraction of the original V_max. These
fractions have already been taken into account when setting
the current V_max-values. To keep track of underdepleted
devices, there is a script that prints out a list of these.

This script is automatically run every time a Begin Run
checklist or a Configuration Change checklist are entered
into the logbook.

The script can be run manually by typing:

> setup dOonline
> c¢d ~/monitoring
> /list_underdepleted hdi.py

A typical output of the underdepletion script is shown on the
next page.

Warning: The underdepletion script does not check whether a
F6-HDI 1s enabled or not. In case of a switched off F6-HDI,
the corresponding F8-HDI is without bias as well, since only
the F6'ers receive the bias for a F-wedge.
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number of slightly underdepleted sensors (between 5V and 10V below originally planned deltaV)

number of significantly underdepleted sensors (more than 10V below originally planned deltaV)

Underdepletion List

List of underdepleted HV pods as of Sun Apr 21 16:08:43 2002
(listed are only sensors that are underdepleted by 5V or more)

HDI

H3-1-21
H3-2-21
H4-1-22
H4-2-22
F12-2-8
H3-2-11
F6-2-5
F6-2-7
HI1-1-6
H1-2-6
H2-1-22
H2-2-22
HI1-1-18
HI1-2-18
F4-2-4
H2-1-24
H2-2-24
H1-1-23
H1-2-23
HI1-1-17
H1-2-17
H1-1-13
B3-4-1
B6-7-10
B5-3-1
B5-8-11
H3-1-19
H3-2-24
H3-1-24
H3-2-12
F9-2-8
H3-2-19
H3-1-12
H3-2-18
F6-2-3
F6-2-6
B3-5-3
H2-2-20

planned current
deltaV(V)
60 0
60 0
80 71
80 71
80 63
60 23
50 42
50 42
80 72
80 72
75 66
75 66
60 52
60 52
80 71
60 47
60 47
85 67
85 67
80 68
80 68
60 22
70 46
46 34
66 33
46 33
80 55
80 70
80 23
60 30
80 73
80 56
60 22
60 22
50 39
50 23
50 21
60 17

ladders: 0
F-wedges: 4
H-wedges: 9

ladders: 5
F-wedges: 3
H-wedges: 17

depleted

deltaV(V) to  Comment
B e e a a e e e

0% /0% known
0% /0% known
89% / 110% known
89% / 110% known
79% /98% known
39% /52% known
85% /122% known
85% / 122% known
90% / 111% known
90% / 111% known
88% / 110% known
88% /110% known
87% / 116% known
87% / 116% known
89% / 110% known
79% / 105% known
79% / 105% known
78% /95% known
78% / 95% known
85% /105% known
85% /105% known
38% /51% known
67% / 85% known
75% / 112% known
51% / 66% known
73% / 109% known
69% / 85% known
88% / 108% known
29%/36% known
50% / 67% known
92% / 113% known
71% / 87% known
37% / 50% known
38% /51% known
78% / 112% known
46% / 66% known
42%/61% known
29%/39% known

WARNING: This list doesn't include switched off F6-HDI's.. In this case the corresponding F8 is not biased as well...
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HV Alarms & Alarm Display

The SMT HV system is connected to the Significant Event System, which
means that alarms are being sent if the voltages or currents are
exceeding normal bounds.

These alarms can be monitored using the alarm-display. You can start the
SMT alarm display by typing:

> setup dOonline

> start alarm_display -c /home/dOsmt/smt.ses &

Or from the "startgui" gui D.3.

Fike Wiew Settings Ha=lp |
G i pr MeEme MA JOR MIMNOR INVALID DISARLED L

HV 307 | EOD 0 | 0 | 0 |
L 0 | 2 2 | 0 | 506 |
IE 0 | 0 | 0 | 0 | 0 |
Oecupanty 0 | 0 | 0 | 0 | 0 |
Dead 0 | 0 | 0 | 0 | 0 |
all 307 | a0l 41 | ] | BI7 |

Status: |i.‘+nnectl-:-r1 1 perver opened

Each of the buttons in this GUI contains the number of alarms at the different
severity levels for the corresponding row. The different alarm-levels are the
following (alarms other than those in row ‘HV’ are not described here):

Major alarms:
There is a problem that has to be fixed. For the high voltage, this could mean
one of the following things:

*  HV off: There are ~400 major HV alarms when the HV is turned off. They
are voltage alarms for pods for which V_max is greater than +5V.

*  HV trip: A HV pod has tripped of for some reason. In this case you will see
in total 4 alarms per tripped pod in the alarm column because of linked
alarms.

*  Bias-current is very close to the trip-point (less than 5uA).
*  Voltage is larger than V_max+5V
*  Voltage is smaller than V_max-5V

A major alarm from a HV trip will also pause a run. A message will come via
the speakers at the DAQ-shifters console indicating that the run is being paused.
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HV Alarms & Alarm Display

Minor alarms:

This is a warning that something might be wrong and the
corresponding channel should be monitored closely. For the HV, this
can mean one of the following things:

*  HV off: There are ~900 minor HV alarms when the HV is turned off. 864
are related to the state of being OFF (two alarms for each of the 432
pods). The rest are minor voltage alarms for pods for which V_max is
within £5V.

*  Slightly too high bias-current (within 10uA of trip-point).
*  Voltage is larger than V_max+3V
*  Voltage is smaller than V_max-3V

nvalid alarms:
A read or a write has failed. (Not yet seen for HV alarms !)

Disabled Alarms:

It is possible to disable a alarm. It will then not show up again anywhere else
than in the ‘Disabled’ column, unless it is re-enabled. Do not disable an alarm
without a reason.

Good Alarms:

If an alarm condition has been resolved, the alarm will go into the GOOD-
column where it will disappear after 5 minutes. Seeing an increase in the
number of good alarms without having done something (like ramping the HV
up) 1s an indication that there is a alarm-condition that goes away after a short
time-period. This might be the case if the bias-current is not yet fully at the
alarm-limit but oscillating around it.

In the example alarm display on the previous page, all HV pods were off.
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HV Alarms & Alarm Display

By clicking on the alarm-button, a detailed listing of the alarms will appear.

File View Settngs Help
Graup Manmse A JOR M IMGIR IMWAL ID DSARLED OO0
HW 307 N BOD 0 [i] 0
2 2 | L 5395
o 0 o L
(] (] (¥ (4]
] 1 i
0] 41 | o By
SMT_HVC_100P/AVOLT | % Mark an alarm by clicking on it.

'u-'.'i . .
=0l e JOl sl Click on SHOW to get detailed
SMT_HWVC_102P AOLT . .

SMT_HVC_103PAOLT information about the marked alarm.
SMT_HVC_105P/vOLT VAL Click on DISABLE to disable the
SMT_HWC_106PAOLT
SMT_HVC_107P/VOLT /DISABLE marked alarm.
SMT_HVC_110PAYOLT Click on DISABLE ALL to
SMT_HVC_111PACLT / DISABLE ALL disable all alarms listed here.
SMT_HVC_112FAVOLT . .
SMT HVC 11 ENNDLT CLOSE CI.ICk on CLOSE to get rld Ofthe
SMT_HVC_114P/VOLT window again.
SMT_HVC_115NAOLT
SMT_HVC _T16FAOLT ) )
SMT:HVC:] 1 ?N%DLT Fi In the details window:
st Lt it Click on CLOSE to get rid
Alarm vislug. .—". J05] 5 h . d
o . Tamen B[ window.
Lot Tt 4%.000000 Click on DISABLE to
Wetaaqe contents > disable the alarm.
utili 5,00 |
',,'L':?.'.?,':Tm, ?.*j* FHHA 2 Click on GUIDANCE to
fidiTe SMT_HAC_1 D0R AWCLT .
price oy g get a message that explains
o aniiry e the alarm and proposed
it ey actions (not yet implemented).
by Ty e 1=

:I::,I:rrr-ﬁf i"ﬁwj 3081 78 §5.000000 53000000 47000000 43000000 Click on COMMAND to
execute a predefined
command (not yet
implemented).

CLOSE DISAELE OO TROL CLIDANCE CORMARND
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Troubleshooting
HV Pod Trips
&mgtoms:

Blinking red field in global HV GUI
Pod in tripped state in the channel HV GUI
Major run-pausing alarm in the significant event system.

Typesof trips:
Overcurrent trip (CXOC): current exceeded the bias current trip point.

Overvoltage trip (CXOV): voltage exceeded the bias voltage hardware trip
point

Fix:
For most trips, all that is required is:

«  Start monitoring the currents and voltages of the affected pod(s)
with StripTool (left-click on the pod name in the channel HV gui).

*  Reset the tripped pods: click the Reset button
*  Ramp the reset pods: click the Ramp button.
*  Lock the pods when they go into 'holding': click the L ock button.

*  Note the trip in the logbook together with information about the
circumstances of the trip (e.g. tripped while downloading HDT's,
trip-indications (CX ?7?) ...).

Risers:
Some pods exhibit a behavior of slowly rising currents. Eventually, the
currents for such pods will rise to alarm and trip levels. They can be identified
in StripTool by a current trace that is generally steady and high with a slightly
increasing slope. If one of these risers trips, it will usually be necessary to
increase the alarm and trip limits for the tripped pod (and its partner for
double-sided devices) before returning to long-term stable operation:

* >cd ~/onl_smtnew/util

> /increaseHVIim.py &
—  Or from the "startgui" gui B.4.
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Troubleshooting
HV Pod Trips

Enter the pod name and new limits
Click Increase IMAX by 10 pA

— Do not raise a pod by more than 30 pA total without checking
with the On-call Expert.

—  Click Read set valuesif you just want to read back the
current value and IMAX

Click Quit
Note the limit increase in the logbook.

Unstable pods:
Some HV trips are caused by unstable channels in the fanout boxes. These are
identified by the presence of non-oscillating instabilities of the current as seen
in the StripTool plot. These will most likely trip again soon after recovering
from the first trip. If a pod trips after it has been identified as unstable:
*  Disable the tripped pod (and its partner for double-sided detectors)
*  Disable the HDI’s biased by the disabled pods
—  Find the associated HDI’s
>cd ~/ monitoring
>show_hvinfo.py <pod name>
—  Disable the HDI’s in the download gui
*  Have the DAQ shifter start a new run

Ramp-up trips.
If a pod trips during ramp-up before it reaches its full voltage,

«  Start monitoring the currents and voltages of the affected pod(s)
with StripTool (left-click on the pod name in the channel HV gui).

*  Try the following solutions in order until one or none is successful:
1. Ramp in small steps of 10% each to reach 100%.
2. {f the trip is on overcurrent (CXOC), increase the current trip
mit
. >cd ~/onl_smtnew/util
>./increaseHVIim.py &
—  Or from the "startgui" gui B.4.
*  Enter the pod name and new limits
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Troubleshooting
HV Pod Trips

*  Click Increase IMAX by 10 pA

— Do not raise a pod by more than 30 pA total
without checking with the On-call Expert.

—  Click Read set valuesif you just want to read
back the current value and IMAX

*  Click Quit
*  Note the limit increase in the logbook.
3. Contact the On-call Expert

. Note the trip in the logbook together with information about the
circumstances of the trip (e.g. tripped while downloading HDI's,
trip-indications (CX ??)...).

Turn-on Trips:

Sometimes a lot of HV pods immediately trip without ramping then when
turning a crate On. Resets from the global GUI or crate GUI will not reset
these trips. To reset pods tripped in this manner:

. Click on the crate name in the global HV GUI. A detail window
will pop up showing all the HV pods in this crate.
. Click on the Reset button in this detail GUI.
. Try multiple times if this should not help immediately.
. Note the occurrence in the logbook.
IMPORTANT

If the high voltage configuration hasto be changed for any reason (e.g.
underdepletion or disabling of a pod), a new run must be started to
have a known situation on a run-by-run basis.
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Troubleshooting
HV Crate Trips

Symptoms: flashing red crate name in the global HV GUI

Fix: Before taking any other action, do the following:
1. Check the appropriate crate in the crate HV GUI

2. Ifall HV-pods can be seen (try a reconnect first), restart
the global HV GUI, since this is a glitch in the GUI.

3. Note the occurrence in the logbook

If this does not help, the HV crate is most likely really tripped. In al
likelihood the trip is due to a Rack Monitor trip in the HV rack
(M220, M221, or M222).
To reset a crate:

1. Identify and correct the cause of the crate trip

* Go to MCH2 and check if the RM has tripped. If so,
press the Reset Alarms button to reset the RM.

2. Click on the flashing crate name in the global HV GUI

()

Click Reset in the window that pops up.

4. Ramp the HV up again if necessary (it is possible that all
HV-pods in this crate are off now).

5. Note the occurrence in the logbook.
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Troubleshooting
Minor HV Alarm

Minor HV alarm

Symptoms: entry in the minor alarm column of the alarm display

Fix: It is normal to have ~900 minor HV alarms if the HV is off. If
the minor alarms do not correspond to this case, do the
following:

l.

2.

3.

4.

Find out the alarm-condition, by clicking on the alarm in
the alarm-display

If the alarm 1s on the bias-current:

a) Check in the crate GUI, if this is a real alarm
condition (see section on alarm-limits).

b) If yes, start monitoring the bias current with
StripTool.

If the alarm is on the bias-voltage:

a) Check in the crate GUI, if this is really the case (see
section on alarm-limits).

b) If yes, start monitoring the voltage with StripTool.
Make a note in the logbook.
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Troubleshooting
Major HV Alarm

Major HV alarm

Symptoms: entry in the major alarm column of the alarm display

Fix: Do the following:
1. First check for tripped HV pods in the global HV GUIL.

2. Find out the alarm-condition, by clicking on the alarm in
the alarm-display
3. [If the alarm is on the bias-current:
a) Check in the crate GUI, if this is really the case (see
section on alarm-limits).

b) If this HV-pod was already being monitored, and this
monitoring indicates that the bias-current will reach
the trip-point, the current alarm and trip limits should
be increased. Do this as follows:

* >cd ~/onl_smtnew/util
>./increaseHVIim.py &

—  Or from the "startgui" gui B.4.

Enter HY Ped name {o.g.- J14F or K1ZN):

[azip

Mimor (uf): T3 Majer [wA): TR TN [wA): S0 Irud[uﬂ.'ll'.m Hepd sl walpes Incresse BEC by T0uA et

» Enter the pod name and new limits
« Click Increase IMAX by 10 pA

— Do not raise a pod by more than 30 pA
total without checking with the On-call
Expert.

— Click Read set valuesif you just want to
read back the current value and IMAX

»  Click Quit
* Note the limit increase in the logbook.
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Troubleshooting
Major HV Alarm

c) Ifthis HV-pod was not being monitored before, start
a StripTool on it. If this indicates that the pod will
reach the trip-point soon, take the same action as
above.

4. If the alarm is on the voltage:

a) Check in the crate GUI, if this is really the case (see
section on alarm-limits).

b) If the correspond HV-pod is OFF, turn it on and try
to ramp it to 100%. Turn on the partner pod as well
in case of a HV pair.

c) Ifthis does not help, call an expert and/or Ben
Abraham (pod malfunction).

5. Note everything in the logbook and run the
'underdepletion' script.
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Troubleshooting

StripTool

The StripTool utility allows tracking of bias voltages and currents. This

is very useful for debugging problem HV channels. A StripTool chart can be

launched from the command line by:

> setup dOonline

> StripTool &

In the Control window, enter a signal name (e.g. SMT_HVC 101P/VOLT,
SMT_HVC 101P/CURR) and click Connect to start the graph. Plotting

parameters can be modified in the Control GUI.

StripTool charts for HV pods can also be launched automatically from the
Crate HV GUI by left-clicking on a HV pod’s name in the Channel field. The

Control window can be opened again by right-clicking inside the plot-range

and choosing "Controls Dialog". It is also advisable to set the ringbuffer size

to 64000 samples.
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SMT Shift Instructions

HV Information
Finding HV Info for a Particular Device

There are a couple of ways to obtain HV information for a particular

channel. Either of the following may be more useful depending on

what you are doing.

Download GUI: If you are working with the download GUI, then you
can conveniently find HV information for a complete interface board.

...giving HV information and control for each channel on that interface board.

A HV GUI for the entire VRB crate can be obtained by left-
clicking on the VRBCR_# button and selecting HV GUI. Note: 8-

chippers don't receive bias, so the HV GUI will empty for these.
Command line: HV information for a particular detector or IB channel (e.g.
B2-4-6 or SMT 1B _NEO0AO04-C) can be obtained by:
>cd ~dOsmt/monitoring
>show IB info.py SMT IB NEOA04-C
or

i e
>show_det_info.py B2-4-6 " "= o
which will produce o wesrun
a window, which —> BT T I ane 1 s e
shows the HV pods T 18 e
connected to that G cdlia s

detector/channel, and the
other detectors/channels
connected to those pods

fia

29-Jul-03 HV Instructions 109



SMT Shift Instructions

HV Information
Finding Device Info for a Particular Pod

Command line: A window showing the devices connected to a particular HV
pod (e.g. 133N) can be obtained by:
>cd ~dOsmt/monitoring
>show_hv_info.py 133
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Alarm Display

Several portions of the SMT system are connected to the Significant Event
System. This means that for those sub-systems, alarms are sent if various
operating parameters exceed normal bounds.

These alarms can be monitored using the alarm-display. You can start the
SMT alarm display by typing:

> setup dOonline

> start_alarm_display -c /home/dOsmt/smt.ses &

Or from the "startgui" gui D.3.

File Yiew Settings Help |
G i pr MeEme MA JOR MIMNOR INVALID DISARLED L

HV 307 | EOD 0 | 0 | 0 |
L 0 | 2 2 | 0 | 506 |
IE 0 | 0 | 0 | 0 | 0 |
Oecupanty 0 | 0 | 0 | 0 | 0 |
Dead 0 | 0 | 0 | 0 | 0 |
all 307 | 00 | | 41 | ] | BI7 |

Status: |C<}nnect|-:-n 1 perver opened

Each of the buttons in this GUI contains the number of alarms at the different
severity levels for the corresponding row. The different alarm-levels are the
following:

Major alarms:

There is a problem that has to be fixed. Many (but not all) major alarms will
pause a run. A message will come via the speakers at the DAQ-shifters console
indicating that the run is being paused.

Minor alarms:

This is a warning that something might be wrong and the corresponding system
should be monitored closely. The source of the alarm should be identified and
understood.

Invalid alar ms:
A read or a write has failed.
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Alarm Display

Disabled Alarms:

It is possible to disable an alarm. It will then not show up again anywhere else
than in the ‘Disabled’ column, unless it is re-enabled. Consequently, a
disabled alarm loses the ability to pause a run. Do not disable an alarm
without first contacting the Expert On-Call.

Good Alarms:

If an alarm condition has been resolved, the alarm will go into the GOOD-
column where it will disappear after 5 minutes. Seeing an increase in the
number of good alarms without having done something (like ramping the HV
up) 1s an indication that there is a alarm-condition that goes away after a short
time-period. For example, this might be the case if a bias-current is not yet
fully at the alarm-limit but oscillating around it.

Details about diagnosis and treatment for various alarms can be found in the
SMT Shift Instruction sections for the corresponding sub-systems:

Alarm Group Name Shift Instruction Section

HV High Voltage

LV Low Voltage Supplies

IB Download gui, IB Temperature gui
Occupancy Monitoring

Dead Monitoring
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Alarm Display

By clicking on the alarm-button, a detailed listing of the alarms will appear.

File View Settngs Help
Graup Manmse A JOR M IMGIR IMWAL ID DSARLED OO0
HW 307 N BOD 0 [i] 0
2 2 | L 5395
o 0 o L
(] (] (¥ (4]
] 1 i
0] 41 | o By
SMT_HVC_100P/AVOLT | % Mark an alarm by clicking on it.
| . .
=0l e JOl sl Click on SHOW to get detailed
SMT_HWVC_102P AOLT . .
SMT_HVC_103PAOLT information about the marked alarm.
SMT_HVC_105P/AVOLT ) s Click on DISABLE to disable the
SMT_HWC_106PAOLT
SMT_HVC_107P/VOLT /DISABLE marked alarm.
SMT_HVC_110PAYOLT Click on DISABLE ALL to
SMT_HVC_T111PAOLT / DISABLE ALL disable all alarms listed here.
SMT_HVC_112FAVOLT . .
SMT HVC 11 ENNDLT CLOSE CI.ICk on CLOSE to get rld Ofthe
SMT_HVC_114P/VOLT window again.
SMT_HVC_115MNACLT
SMT_HVC _T16FAOLT ) )
SMT:HVC:] 1 ?N%DLT Fi In the details window:
st Lt it Click on CLOSE to get rid
Alarm vislug. .—". J05] 5 h . d
o . Tamen B[ window.
Lot Tt 4%.000000 Click on DISABLE to
Wetaaqe contents > disable the alarm.
utili 5,00 |
',,'L':?.'.?,':Tm, ?.*,E* FHHA 2 Click on GUIDANCE to
fidiTe SMT_HAC_1 D0R AWCLT .
price oy g get a message that explains
1 it
h;**;ﬁ' ¥ e the alarm and proposed
it ek actions.
by Ty e 1=

:I::qlirr?ﬁf* '::I‘:H.I 50781 T 55, 000000 53 000000 4 F, 000000 45 000000 Clle on COM M AN D to
execute a predefined
command.

CLOSE DISAELE OO TROL CLIDANCE CORMARND
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StripTool

The StripTool utility allows tracking of SMT voltages, currents,

temperatures and other miscellaneous parameters that are saved as EPICS

variables. This is very useful for debugging various problems. A StripTool

chart can be launched from the command line by:

> setup dOonline
> StripTool &

On the Curves page of the Control window, enter a signal name (e.g.
SMT HVC 101P/VOLT, see next page) and click Connect to start the graph.

Plotting parameters can be modified in the Controls page of the Control

window. It is advisable to set the Ring Buffer size to 64000 samples. If the
Control window is dismissed, it can be opened again by right-clicking inside
the plot-range and choosing Controls Dialog.
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StripTool

EPICSVariable Names

An incomplete list of EPICS variables of the SMT system available for

StripTool use is given below.

EPICS Variable Name

Wild Card Completions

Variable Meaning

SMT_HVC_**/CURR
SMT_HVC_**+VOLT
SMT_IB_***+++.%/]_AVDD
SMT_IB_**+++%.x/|_AVDD2
SMT_IB_***+++.x/|_DVDD
SMT_IB_**++++ AITEMP
SMT_IB_**++++ % TEMP
SMT_IB_***+++.5\_AVDD
SMT_IB_****+%.5/\/_AVDD2
SMT_IB_***+++.%\/_DVDD
SMT_LVSEQ_**-+52V-STAT
SMT_LVSEQ_*/*-+52VI
SMT_LVSEQ_*/*-+52VV
SMT_LVSEQ_**-+5V-STAT
SMT_LVSEQ_*/*-+5V
SMT_LVSEQ_*/*-+5VV
SMT_LV_**/|AVDD-3
SMT_LV_**/IAVDD-6
SMT_LV_**/|AVDD-89
SMT_LV_**/|AVDD2
SMT_LV_**IDVDD2-3
SMT_LV_**/IDVDD-689
SMT_LV_**/IV15
SMT_LV_**/IVCC1
SMT_LV_**/IVCC2

SMT_LV_**/IVCC3

**** = HV pod name, e.g. 102P, 347N

**+* = HV pod name, e.g. 102P, 347N

wrkkkk x = |B-channel, e.g. SW1B14-A

*kkkkk % = |B-channel, e.g. SW1B14-A

*kkkkk % = |B-channel, e.g. SW1B14-A

*xekkx = 1B, e.g. SW1B14

*kkkkk % = |B-channel, e.g. SW1B14-B

*kkkkk % = |B-channel, e.g. SW1B14-A

xxwkikk = |B-channel, e.g. SW1B14-A

wrkkkk* = |B-channel, e.g. SW1B14-A

*/* = side/supply number, e.g. N/2

*/* = side/supply number, e.g. N/2

*/* = side/supply number, e.g. N/2

*/* = side/supply number, e.g. N/2

*/* = side/supply number, e.g. N/2

*/* = side/supply number, e.g. N/2

*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.

*** = |B crate power supply, e.g.

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

HV pod bias current

HV pod bias voltage

IB channel AVDD current

IB channel AVDD2 current

IB channel DVDD current

IB channel A temperature

IB channel B-H temperature

IB channel AVDD voltage

IB channel AVDD?2 voltage

IB channel DVDD voltage

sequencer LV power supply +52V status
sequencer LV power supply +52V current
sequencer LV power supply +52V voltage
sequencer LV power supply +5V status
sequencer LV power supply +5V current
sequencer LV power supply +5V voltage
IB LV power supply 3-chip AVDD current
1B LV power supply 6-chip AVDD current
IB LV power supply 8/9-chip AVDD current
IB LV power supply AVDD2 current

IB LV power supply 3-chip DVDD current
1B LV power supply 6/8/9-chip DVDD current
IB LV power supply 15V current

IB LV power supply VCC1 current

IB LV power supply VCC2 current

IB LV power supply VCC3 current
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StripTool

EPICSVariable Names

An incomplete list of EPICS variables of the SMT system available for

StripTool use is given below.

EPICS Variable Name

Wild Card Completions

Variable Meaning

SMT_LV_**/MF
SMT_LV_**/SPT
SMT_LV_**+/STAT
SMT_LV_**/UAVDD-3
SMT_LV_**/UAVDD-6
SMT_LV_**/UAVDD-89
SMT_LV_**/UAVDD2
SMT_LV_**/UDVDD2-3
SMT_LV_**/UDVDD-689
SMT_LV_**UV15
SMT_LV_**/UVCC1
SMT_LV_**/UVCC2
SMT_LV_**/UVCC3

SMT_LV_**VT

*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** — |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** — |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.
*** = |B crate power supply, e.g.

*** — |B crate power supply, e.g.

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

NEO

IB LV power supply magnetic field

IB LV power supply shunt plate temperature
IB LV power supply status

IB LV power supply 3-chip AVDD voltage

IB LV power supply 6-chip AVDD voltage

IB LV power supply 8/9-chip AVDD voltage
IB LV power supply AVDD2 voltage

IB LV power supply 3-chip DVDD voltage

IB LV power supply 6/8/9-chip DVDD voltage
IB LV power supply 15V voltage

IB LV power supply VCC1 voltage

IB LV power supply VCC2 voltage

IB LV power supply VCC3 voltage

IB LV power supply Vicor temperature
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SMT Event Display

CONTENTS

How To Run The Program
The Display

Modes Of Operation
Printing Options

HOW TO RUN THE PROGRAM

The online SMT Event Display is run with a different command according to
the current run type. To run it during normal data-taking, open a new terminal
window and type

> setup dOonline
> start daq smt_event display all

If there is a zero-bias run then use the option 'zb' instead of 'all', ie...
> start_daq smt_event display zb

When the DAQ shifter is taking a special run then you should give 'special' as
the argument but if you are unsure of what to use then you can try 'anything'.
This last option receives any data from the first ten runs being taken by the
DAQ shifter, regardless of the run type.

After launching the program, the following windows should be displayed (see
next page):
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SMT Event Display
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There are two ways to process events in the SMT Event Display. Selecting
'Start/Resume' from the EventLoop menu (or pressing return in any of the
event display windows) will start a continuous event loop. Doing this a second
time will pause the event loop. The default time between events is 5 seconds
but this can be changed by selecting 'set pause interval' from the EventLoop
menu and entering the desired interval, in seconds.

Selecting 'pause/step' from the EventLoop menu (or pressing space in any of
the event display windows) will request the next available event. This allows
the user to look at events one at a time.
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SMT Event Display

THE DISPLAY

During operation, the SMT Event Display uses eight graphical windows to
display data within the silicon detector (as shown below). Six of these are used
to display the six barrels and the associated f-disks. One displays the forward
f-disks and h-disks. The remaining window contains a key to the barrel
display, showmg ladder numbers, and a menu for controlling the program.
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Each barrel is displayed in the r-phi plane with the ladders drawn in groups of
black or orange, depending on which VRB crate they are connected to. Crate
numbers are written on the outside of the barrel. The corresponding f-disk 1s
also drawn on the outside of the barrel with each wedge coloured green. All
ladders are pictured as being axially aligned, even though some stereo ladders
are offset from the axial plane by 2 degrees or 90 degrees in the real detector.
This representation should still be useful for diagnostic purposes.

The forward disks display window lays all wedges out in a straight line with
12 wedges per f-disk and 24 wedges per h-disk. Again, this representation is
geometrically incorrect but diagnostically convenient.

All detector signals are shown in red for p-side chips and in blue for n-side
chips. The length of the line is proportional to the amplitude of the signal
recorded, up to a maximum of 256 ADC counts.
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The main window containing the barrel key can be reconfigured by making
selections in the 'SMT' menu. The South and North barrel keys and the six

barrel readouts can be added / overlaid and removed from the window which
allows the user to see 'tracks' which cross more than one barrel.

MODES OF OPERATION

The event display runs in one of a number of calibration modes (default is

STATIC, explained below) which determine how the data is processed before

being displayed. The user can select the desired calibration mode from the

'SMT -> Configurator Mode' menu.These modes are listed below.

STATIC

GENERIC

ipllahs wal Teard Fodimd

] Bl romio
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um
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berrel |

i M 4
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[T 3

w o P &

= F:"o;-l.lin ]
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The signal as measured by the detector is displayed. A
global pedestal is also subtracted but this is currently set
to zero (example shown on previous page.)

SDAQ chip pedestals from the database are subtracted
before the data are displayed (example below.)

[ -0
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GENERIC MIXED GENERIC mode is applied to those VRB crates
operating in sparse readout mode while DYNAMIC
mode is applied to those crates operating in all readout
mode.

DYNAMIC Pedestals are calculated on a chip-by-chip basis and
then subtracted.

ONLINE DB Pedestals are imported from the database on a strip-
by-strip basis and subtracted.

ONLINE FILE Pedestals are imported from a file on a strip-by-strip
basis and subtracted.

MIXED ONLINE_FILE mode is applied to those VRB crates
operating in sparse readout mode while DYNAMIC
mode is applied to those crates operating in all readout
mode.

PRINTING OPTIONS

The event display output can be printed to a postscript file by selecting one of
the options in the 'File -> PS print' menu. Individual displays can be saved to
file or the option exists to save all displays at once, to either a single file or
separate files.
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Page Section
123.Running SMT Examine

124 . How to Use Histoscope
130.Monitoring Data Quality
132.SMT Examine Histograms
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Running SMT Examine

To run SMT Examine in the Control Room, you should be on d0ol22
and logged in as dOsmt. (for login do: dOssh <node name> or ssh -l |
<user name> <node name> )

Type commands:
setup dOonline
start_dag smt_examineruntype
runtype = all for physics data taking examine
runtype = zb for zero biasrun

runtype = special for a special SMT run
runtype = anything in the unknown situation

In case of any problems, look in the error.log file and refer to errors
and warnings section to understand what kind of error caused the
problem.

To run occupancy monitor type start_dag smt_occupancy

Note: occupancy monitor runs only together with smt_examine
because it uses smt_examine output.
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How to Use Histoscope

(While reading this section keep referring to Sections 3 and 4)

* A histoscope window looks like the following(Window1):

File/Process  Preferences  ‘Windows ﬂelpl

Current Categaory HistogramsMtuplesndicatar/Cantral

Events proccessed

Uncategorized
Reset histograms

Sub Categoaries

smi_hdisk_chips_0000143
smi_cluster_00001437817_1
smi_hdisk_occupancy_00C
smi_hdisk_main_000014357%
smi_hdisk_peds_0000143%
smi_hdisk_cal_000014378
smt_fdisk_chips_000014 37
smt_fdisk_occupancy_000
smi_fdisk_main_000014357i
smt_fdisk_peds_00001437
smi_fdisk_cal_0000143781
smi_barrel_chips_000074:
smi_barrel_occupancy_00
smi_barrel_main_00001435
smt_barrel_peds_00001435
smi_barrel_cal_00001457¢
summary_histograms_000C
tick_histograms.hs_000014

A Show User ld or HEQOK, ID Mumbers

| S | — 1 Show Data Type
Openl Wl Wigw =Z}u>:fs§»:<s=:'| Wigpar A |

» If histoscope is running already, such a window should be
present.

* You can see a list of histoscope files on the left part of the
window. Each file name has the run number in it. An idea of the
content of these files can be had by reading Section 3. Barrel,
Fdisk, Hdisk files have similar names like

smt barrel occupancy.hs
smt_fdisk occupancy.hs
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«  Examine uses first 200 events to identify noisy strips and
remove them further from cluster reconstruction. During this
calibration cluster histograms are not filled. Usually they

SMT Examine

How to Use Histoscope

smt hdisk occupancy.hs

become available after 15 minutes of running. A shifter should

first look at summary histograms.hs file. These are the only
plots that we are interested in saving besides the plots of the

devices that you may find causing anomalous “spikes” in these

cluster distributions.

* Double click on its name. After this action the histoscope
window would like the following(Window 2):

FilesProcess  Preferences

Mindomas

Help |

Current Categaory
istograms_000014357

Sub Categories
<-— Up One Level

Openl

HistogramsMiuplesndicatorsContral

HD 4-n all clusters charge
HD 4-n all clusters size

HD 4-p all clusters charge
HD 4-p all clusters size

HD 3-n all clusters charge
HD 3-n all clusters size

HD 3-p all clusters charge
HD 3-p all clusters size

HD Z-n all clusters charge
HD 2-n all clusters size

HD Z-p all clusters charge
HD Z-p all clusters size

HD 1-n all clusters charge
HD 1-n all clusters size

HD 1-p all clusters charge
HD 1-p all clusters size

FD 12-n all clusters charge
FO 12-n all clusters size
FD 12-p all clusters charge
FD 12-p all clusters size
FO 11-n all clusters charge
FO 11-n all clusters size
FD 11-p all clusters charge
FD 11-p all clusters size
FO 10-n all clusters charge
FO 10-n all clusters size
FO 10-p all clusters charge

1 Show User |d or HEQOK D Mumbers

1 Show Data Type

rimaay R L
BRk Fra i RRR Eor E R AR TP

b
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SMT Examine

How to Use Histoscope

* By clicking on the “< up one level”, you can go back to
Window 1.

*  Scroll down the window. It has plots of cluster size and cluster
charge distributions for ladders/wedges of barrel, fdisk and
hdisk. You can double click on the plot names to see them. A
histoscope window will pop up showing the clicked plot.

* You can make a multiple seletion also i.e. seeing more than one
plot in a single window. Press “Ctrl” button and select for
example hdisk cluster distributions the cluster charge
distributions. After making selection, release the “Ctrl” button
and click on “View Multiple” button in the histoscope window.
At this instant you do this the histoscope window would look
like the following(Window?3):

FilFrocess FPrafarences  'Windows Enlpl

Curran] Calegary HigtogramfHugl&an s Slos' T ontral
I

rstagrams_0000143: s | r
HD d4=m all clusters size

Sub Cabegories

c== Ui Cwpe Leva| HD 4-p all clusters size

HD 3=-n all clusters size

w
¥

HD 3-p all clusters =ize

HLD Z-n all clusters size

HD 2-p all clusters size

HLD 1-n all cluslers size

HD 1-p all chusters size
FO 12-n all clusters charge
FL 12— all cluslers size
FO 1Z2-p all clusters change
FD 12-p all cluslers sice

FO 11-n all clusters charge
FOO1T - all cluslers gire
FO 11-p all clusters change

FOO11-p all cluslers size
FO 10-n all clusters charga
FOD 10-r &l cluslers giee
FO 10-p all clusiers charge

I Shoss Laar 1 or HEOOE 1D Mumbers
i Show Data Type

apan u'lew| LAl I'.:".'erla.ll.1| Wieny' Mullipls
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How to Use Histoscope

* The result of above step would be a window(Window 4) like(
for Hdisk). The contents of the plot this Window 4 are not
important. This is just to show how the window looks like.

You should also make such multiple selection for fdisk and
barrel separately. Simply select all the plot in which you find
“cluster charge” and hit “view multiple” button.

*  You should store plots of in the directory :
/home/d0smt/SHIFTS/year/month/date/shift
For e.g. /home/dOsmt/SHIFTS/2002/mar/01/owl

« HOW TO SAVE THE PLOT WINDOW (Window 4) in a file
* Go to the directory
/home/d0smt/SHIFTS/year/month/date/shift
* At the command prompt type(hdisk.jpg is just a file name)
import hdisk.jpg
*  Go to the “Window 4” and click on the top with middle
button of the mouse. You will see that prompt returns in

the the window where you typed “ import hdisk.jpg”. See
if the file is there.
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How to Use Histoscope

«  HOW TO RESET HISTOSCOPE

Double click on “Reset histograms” in Window 1. A very small
window like the following pops up.

Left-mouse-hit on it. All histoscope plots would be reset.

« HOW TO LOOK AT THE NUMBER OF EVENTS
PROCESSED

Double click on “Events processed” in Window 1. A small
window pops up like

I a0 o000

Here 30 are the number of events processed.

29-Jul-03 Examine 128



SMT Shift Instructions

SMT Examine

How to Use Histoscope

« Ifyou close this window by mistake you can open an x-window
and start histoscope by typing
—  setup histo
—  histo&
»  After typing histo& hlstoscope will open like the following
window. From “File/Process” connect to the process running
examine. Wait for a while till this window looks like Window 1.

File/Frocess  Preferences  MWindows ﬂelpl
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SMT Examine
Monitoring Data Quality

1. Summary cluster distributions

Open summary_histograms.hs and look at Summary cluster charge
distributions (see SMT Examine Histograms section). Compare
histograms with the reference plots. If you do not see significant
deviations in shape from the reference plots go to 2.

If you observe an unusual shape or additional peaks in Landau
distributions open smt_cluster.hs file and look at the individual
ladder/wedge cluster charge distributions for a barrel/disk that
shows the problem. Find the device responsible for it and make a
log book entry. Look at the corresponding histogram for the
position of the first strip in cluster. Are there any significant peaks?

Open smt_barrel _occupancy.hs (or the corresponding disk data
file) and look at the occupancy vs event dependence for the
ladder/wedge under consideration. Does the device have consistent
high occupancy? Make an entry in the log book.

Open smt_barrel_main.hs (or the corresponding disk data
file) and look at the number of fired strips distribution and the
number of entries in each strip for the ladder/wedge under
consideration. Does the device have many fired strips in each
event? Does the entry histogram show high peaks in some
channels? Make an entry in the log book.

Open smt_barrel_peds.hs (or the corresponding disk data file) and
look at the pedestal vs channel snapshot histograms for the
ladder/wedge under consideration. Compare p- and n-side response.
Are there correlations between the charge detected on two sides? If
no clusters observed check the list of underdepleted ladders:

* cd ~/monitoring
setup dOonline
list underdepleted hv.py

*  Make an entry in the log book.

Open smt_barrel_chips.hs (or the corresponding disk data

file) and look at the pedestal distributions for each chip of the
ladder/wedge under consideration. If you are running in
GENERIC mode (default for smt_examine in the Control Romm)
the distributions have to have a peak at zero from neighbour
readout and a tail towards higher pulses from the real clusters. Are
the chip pedestals consistent with this shape? Is the problem (if
any) observed in one chip? Make an entry in the log book.
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SMT Examine
Monitoring Data Quality

2. Summary entries histograms

*  Open summary_histograms.hs and look at Summary entries and
average pulse histograms (see SMT Examine Histograms section).
Compare histograms with the reference plots and with the list of
disabled HDIs. Make an entry in the log book.

*  To make the list:

e as dOsmt,

cd ~/monitoring
/listDisabledHDIs.py
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SMT Examine Histograms

During usual operation, SMTExamine produces 6 histogram files for
each SMT subsystem (barrel, F-disks, H-disks), one summary file
and two files containing cluster level plots. This document briefly
describes the histograms that can be found in each file.

Summary Plots

File summary_histograms.hs contains
summary cluster charge distributions
summary cluster size distributions
histograms for number of entries per ladder/wedge
histograms for average pulse height per ladder/wedge

Summary cluster charge distributions

Cluster charge distributions are presented for each barrel.
Histograms are split by detector type and side (3-chip ladders, 6-chip
ladders p/n side and 9-chip ladders p/n side).

Summary charge distributions are expected to have Landau shape.
Any deviations from this shape like extra peaks can be usually traced
down using detailed cluster plots from smt_cluster xxxxx.hs file (see
below Cluster plots section)

Barrel cluster histogram names:
"Bar nb-side ladtype cluster charge"
"Bar nb-side ladtype cluster size"
where nb - barrel # (1,...,6)

side -porn

ladtype - L3,L9 (for nb = 1,6); L6,L9 (for nb =2,3.,4,5)
F-disk cluster histogram names:
"FD nd-side cluster charge"
"FD nb-side cluster size"
where nd - F-disk # (1,...,12)

side - porn
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H-disk cluster histogram names;
"HD nd-side cluster charge"
"HD nb-side cluster size"
where nd - H-disk # (1,...,4)
side -p orn

Summary entries and average pulse histograms

For each barrel/disk side if at least one channel of a ladder/wedge is
read out in an event the entry histogram is filled with 1 for this
ladder/wedge. If the entry histogram showes zero or very small
number of entries for some ladder/wedge the device is either not read
out (disabled) or has some problems with calibration or thresholds.
For each barrel/disk side for each event average pulse height per
ladder/wedge enters the average pulse histogram.

Histograms are arranged in the following way: entries for ladder lad
from layer lyr go into channel number 20* (Iyr-1)+lad+ 1 of the
histogram containing all ladders of a particular barrel side. For
example, number of entries for ladders 1 through 12 belonging to
layer 5 barrel 4 p-side can be found in "Bar 4 p-side ladders entries"
histogram in channels 81 through 92.

Average pulse height histograms for barrels are arranged similarly.
Each F-disk(H-disk) histogram contains entries for wedges 1 through
12 (1 through 24) in channels 1 though 12 (1 through 24).

Barrel entries and average pulse histogram names:
"Bar nb-side ladders entries"
"Bar nb-side ladders average pulse"
where nb - barrel # (1,...,6)

side -porn
F-disk entries and average pulse histogram names:
"FD nd all wegdes entries"

"FD nb all wedges average pulses"
where nd - F-disk # (1,...,12)
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H-disk entries and average pulse histogram names:
"HD nd all wegdes entries"
"HD nb all wedges average pulses"
where nd - H-disk # (1,...,4)

side -p orn
Summary cluster charge distributions and summary entries
histograms ar e the main histograms that characterize SMT
performance, efficiency and data quality. These histograms have
to belooked at by a shifter and compared to the reference plots.

Cluster Plots

File smt_cluster.hs contains cluster charge distribution and the
position of the first strip of the reconstructed cluster for each barrel
ladder and each F- and H- disk wedge (p- and n-side separately).

Barrel cluster histogram names:
"Bar nb-lyr-lad-side cluster charge"
"Bar nb-lyr-lad-side first strip of cluster"
where nb - barrel # (1,...,6)

lyr - layer # (1,..., 8)

lad - ladder # (1,...,12)

side -porn
F-disk clusters histogram names:
"FD nd-nw-side cluster charge"
"FD nd-nw-side first strip of cluster"
where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side -porn
H-disk clusters histogram names:
"HD nd-nw-side cluster charge"
"HD nd-nw-side first strip of cluster"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side - porn
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Cluster charge distribution shapes have to represent Landau
distrubution. For most of the ladders/wedges you'll see the peak at
small cluster charge indicating the average noise contribution. Any
other deviations from the Landau distribution is a signal of the
problem.

Histograms containing the cluster first strip position are filled to
ultimately show the noisy strips. If the ladder/wedge does not have
any noisy strips the distribution has to be uniform. The peaks in
certain channels indicate that this channel initiates fake (noisy)
clusters at a rate higher than the real ones.

Tick plots

File tick _histograms.hs contains cluster charge distribution split by
barrel/disk, ladder/wedge type (see above) and side filled for each
bunch crossing (tick) separately. These histograms appeared to be
useful to make sure that the number of clusters and cluster charge for
all bunch crossings are similar.

Barrel tick histogram names:
"Bar nb-side-XX-YY ladtype clusters charge"
where nb - barrel # (1,...,6)
side - porn
ladtype - L3,L9 (for nb = 1,6); L6,L9 (for nb =2,3,4,5)
XX - superbunch number (X0,X1,X2)
YY - bunch number (01,...,12)
F-disk tick histogram names:
"FD nd-side-XX-YY clusters charge"
where nd - disk # (1,...,12)
side -porn
H-disk tick histogram names:
"HD nd-side-XX-YY clusters charge"
where nd - disk # (1,...,4)
side - p or n
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Occupancy plots

Files

smt_barrel _occupancy.hs

smt_fdisk_occupancy.hs

smt_hdisk_occupancy.hs

contain occupancy vs event distributions for each ladder/wedge.
Occupancy i1s defined as a percentage of the channels which were
read out per ladder/wedge. The expected average occupancy is about
5%. Occupancy fluctuations above 30% indicate high common
mode noise or many noisy channels on the ladder/wedge. Persistent
high occupancy can be a result of the wrong threshold downloaded
into the chip.

Barrel occupancy histogram names:
"Bar nb-lyr-lad-side occupancy vs event"
where nb - barrel # (1,...,6)

lyr - layer # (1,..., 8)

lad - ladder # (1,...,12)

side -porn
F-disk occupancy histogram names:
"FD nd-nw-side occupancy vs event"
where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side-p orn
H-disk occupancy histogram names:
"HD nd-nw-side occupancy vs event"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side - p or n

Main plots

Files
smt_barrel_main.hs
smt fdisk main.hs
smt_hdisk_main.hs
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for each ladder/wedge contain number of entries vs channel number
histograms and the distributions of the number of fired strips. First
set of histograms allows to track down the channels that are readout
more often than the others (noisy channels) while running in srapse
mode of the SVX chip. The second set is another way to represent
the occupancy.

Barrel channel entries histogram names:
"Bar nb-lyr-lad-side entries"
"Bar nb-lyr-lad-side fired channels"
where nb - barrel # (1,...,6)

lyr - layer # (1,..., 8)

lad - ladder # (1,...,12)

side - porn
F-disk channel entries histogram names:
"FD nd-nw-side entries"
"FD nd-nw-side fired channels"
where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side - porn
H-disk channel entries histogram names:
"HD nd-nw-side entries"
"HD nd-nw-side fired channels"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side-p orn

Pedestal plots

Files

smt_barrel _peds.hs

smt_fdisk peds.hs

smt_hdisk peds.hs

contain average pedestal vs channel number histograms for each
ladder/wedge. They also contain pedestal vs channel histograms
updated for each event, in other words, the detector response
snapshot. The last set of histogram is useful to observe charge
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correlations between p- and n-side of the same detector when a real
particle goes through it.

Barrel pedestal histogram names:
"Bar nb-lyr-lad-side average pulse"
"Bar nb-lyr-lad-side event pulse"
where nb - barrel # (1,...,6)

lyr - layer # (1,..., 8)

lad - ladder # (1,...,12)

side-p orn
F-disk pedestal histogram names:
"FD nd-nw-side average pulse"
"FD nd-nw-side event pulse"
where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side -porn
H-disk pedestal histogram names:
"HD nd-nw-side average pulse"
"HD nd-nw-side event pulse"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side -p orn

Standard deviation plots

Files

smt_barrel_sigma.hs

smt_fdisk_sigma.hs

smt_hdisk_sigma.hs

contain sigma of pedestal vs channel number histograms for each
ladder/wedge. These histograms are useful to identify the noisy
channels (channels with large sigma) of each ladder/wedge. They
make sense if data was taken in the readall mode of SVX chip and
was processed in STATIC mode (see SmtRawUnp2Data.rcp) .

Barrel sigma histogram names;

"Bar nb-lyr-lad-side std dev"
where nb - barrel # (1,...,6)

29-Jul-03 Examine 138



SMT Shift Instructions

SMT Examine

SMT Examine Histograms

lyr - layer # (1,..., 8)

lad - ladder # (1,...,12)

side -porn
F-disk sigma histogram names;
"FD nd-nw-side std dev"
where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side -porn
H-disk sigma histogram names:
"HD nd-nw-side std dev"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side -porn

Chip pedestal distributions

Files

smt_barrel_chips.hs

smt_fdisk_chips.hs

smt_hdisk_chips.hs

contain chip pedestal distributions and average chip pedestal vs
event for each chip of ladder/wedge. The first set of histograms is
used to study total noise. The second set allows to extract common
mode noise if data is taken in r_eadall mode of SVX chip and
processed in STATIC mode (see SmtRawUnp2Data.rcp) .

Barrel chip pedestal histogram names:
"Bar nb-lyr-lad-side-chip nc pedestal"
"Bar nb-lyr-lad-side-chip nc average pulse vs event"
where nb - barrel # (1,...,6)
lyr - layer # (1,..., 8)
lad - ladder # (1,...,12)
side-porn
nc - chip #
F-disk chip pedestal histogram names:
"FD nd-nw-side-chip nc pedestal”
"FD nd-nw-side-chip nc average pulse vs event"
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where nd - disk # (1,...,12)

nw - wedge # (1,..., 12)

side -porn

nc - chip #
H-disk chip pedestal histogram names:
"HD nd-nw-side-chip nc pedestal”
"HD nd-nw-side-chip nc average pulse vs event"
where nd - disk # (1,...,4)

nw - wedge # (1,..., 24)

side-p orn

nc - chip #

Calibration histograms

Files

smt_barrel _cal.hs

smt_fdisk cal.hs

smt_hdisk cal.hs

contain histograms used to make the list of the noisy channels when
smt_examine starts.
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1. Contact Harald Fox for any
questions about the
Occupancy GUI:

— 847-414-4044
~ x5222
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Shifter I nstructions

Silicon detector monitoring is a multi-host system. It's purpose is to
collect data describing current status of hardware generate and send

alarm messages to Significant Event System.

Monitoring system consists of the following applications:
*  Linux box multit-threaded application
« frontend processor VxWorks server

. Java servlets

What to do when
If you need to stop monitoring:
* login to 'd00l28' as 'dOrun’'
* cd 'home/dOrun/onlineMonitoring'
* source 'STOP_MONITORING.tcsh'

» check if there are not processes: 'ps -aux | grep
SMTDataStore'

« if you see any 'SMTDataStore' kill them: kill -9
'process_number'

If you need to start monitoring:
* login to 'd0ol28' as 'dOrun’,
* cd 'home/dOrun/onlineMonitoring'

» setup dOonline

* check if there are not processes: 'ps -aux | grep
SMTDataStore'
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« ifyou see any 'SMTDataStore' kill them: kill -9
'process_number'

* restart monitoring: source START MONITORING.tcsh

* check if you can access 'http://www-
dOol.fnal.gov/smtMonitoring/'

|f a new message has been sent to Significant Event System:
» confirm that examine reports the same problem
e get more information about problematic HDI/CHIP:

« using GUI on the left hand side interesting part of the
ditector(crate/VBR/HDI) select intersting part of the
detector (crate/VRB/HDI)

» using GUI on the right hand side of the 'http://www-
dOol.fnal.gov/smtMonitoring/' select information you
need (singnal/hit number/ occupancy)

* look for problems: no events, signal 'zero', high
occupancy

If you think that monitoring does not send infor mation about
faulty system to Significant Event System:

* on the page http://www-d0Ool.fnal.gov/smtMonitoring/
check 'TOC DATA UPDATE TIME' and 'SES UPDATE
TIME' . Both times should be close to current time. The
first one informs when that last data transfer has been done
from IOC whereas the second one displays date when the
last message has been sent to Significant Event System.

« if data is not collected from an IOC and you are not
an expert: PAUSE the run, reboot PowerPC, start
monitoring for the [OC from SMT GUI
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» If data is not collected from an IOC and you are an
EXPERT: login to the that IOC, look for suspended
processes (VxWork command '1'), look into log file
/home/dOrun/onlineMonitoring/IOC_dOolsmtXX Co
nnectionLog.txt

« If messages are not sent to Significant Event System
and you are not an expert check if SES runs whith no
problems, eg. if other application can send data to
SES. If only monitoring cannot talk to SES restart
monitoring.

« If messages are not sent to Significant Event System
and you are an EXPERT check log files
/home/dOrun/onlineMonitoring/SESLog.txt and
/home/dOrun/onlineMonitoring/IOC_dOolsmtXX Co
nnectionLog.txt. Information is sent to SES only if
there is new data comming from IOC. If IOC
connections are broken SES messages are suspended.
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Linux box application consists of the following threads:

* IOCConnection thread that collects data from frontend
processor servers (actually, that is a set of threads. One
thread collects data from a one IOC)

« shmServer thread that serves data to Java servlet queries

» SESConnection thread that sends alarms to Significant
Event System

When application starts it creates data structure to store SMT
hardware data. Data structure is created based on the current online
database content. OCI Oracle functions are used to get information
about all the SMT crates, VRBs, HDIs and chips from online Oracle
database. Each HDI and chip have tables to discribe signals, hit count
and occupancy. The 'OCIConnection' thread waits for incomming
connection requests from frontend processors. As soon as these
connection requests appear they are accepted and every 1 minute
(currently set) data request is sent to frontend processors by
OClIConnection thread. Received data is stored in previously created
data stucture. Connections are socket based.

The 'shmServer' thread serves data to Java servlet requests.
Connection is socked based. A new socket connection is opened for a
new data request. Connection is closed as soon as requested data is

served. There are two files written to a disk for each data request. An
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html file and php file. An html file contains information about how
many separated images are in the php file. php file contains real data
and on a base of that file histograms are created on fly in the WWW
browser. After a data request has been succesfully completed names
of existing html files including a new created one are sent to java

servlet client. Java servlet displayes them in the browser.

The two threads 'shmServer' and 'OCIConnection' share the same
data structures. They are synchronized using set of semaphores.
There is one semaphore created to synchronize access to each SMT

crate data.

The 'SESConnection' thread checks hardware data every 10,000
events (currently set) and generates alarms if occupancy exceeds
25% (currently set) or if an HDI or a chip are dead (signal from all
the strips is zero). Messages are generated based on the content of
the same data structure that is used by 'OCIConnection' thread as
well. There is an semaphore used to ensure that the data structure is
not overwitten while check 1s being done.
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Java servlets (www-dOol/smtMonitoring) are served by WWW

server and are used to display the data histograms (signal, hit count,

occupancy).

Using the GUI, shown on the left hand side of the WWW page, you
can select interesting parts of the detecor. Information can be
obtained only for those HDIs that are NOT marked as 'disabled'.
Below the tree like menu of existing SMT hardware there is a list
of 'IOC DATA UPDATE TIME' which tells you when the last data
was collected from a particular IOC. Based on that time one can

easily figure out if data base containes updated data for a current run.

There is 'SES UPDATETIME! list for all IOCs below already
mentioned'IOC DATA UPDATE TIME' list. Dates and times in that
list inform when the last hardware check was done and when the last

message was sent to Significant Event System.

The GUI on right hand side of WWW page allows to obtain
information about SMT hardware in text and graphical formats.
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Meaning of selection criteria for text like output:
. Level -- what level hardware should be selected on
. WhatInformation

— DEAD HARDWARE -- hardware is concidered
dead if there is no signal from any of SVX channels

— FAULTY _HARDWARE -- hardware is concidered
faulty if there is at least one SVX channel with no
signal

—  SIGNAL DATA -- signal mean values

—  HITCOUNT_ DATA -- hit number

— OCCUPANCY_ DATA -- occupancy numbers
DataSet

— FULL _SET -- output based on all the collected data
from the beginning of the run

— TMP_SET -- output based on tmp data
CrateName
e VRBName
«  HDIName
SVXNumber

Before you push the 'DataAction’, you must make your selections.
The easiest way to fill in the CrateName, VRBName and HDIName
it to click on a crate, then VRB and then HDI in the left hand WWW
window. If you want something at the SVX level you use the pull
down menu under SVXNumber. After 'DataAction' is pushed
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selected data will appear in a scrollable widged that is going to be

drawn below that button.

To display data in a form of histograms one needs to select/fill table
below 'SMT MONITORING GRAPHICS'.

Meaning of selection criteria for graphics type output.

e Level -- what level hardware should be selected on

« Type

HDI SVX TYPE -- data for SVXes and for HDIs
(adds all SVX's belonging to the HDI)

HDI TYPE -- only data for HDI's
SVX TYPE -- only data for SVX's
VRB TYPE -- some data are available for VRB's

*  WhatInformation

SIG HIT GRAPH -- signal and hit distributions
SIGNAL GRAPH -- only signal distributions
HITCOUNT GRAPH -- onlt hit distributions
OCCUPANCY_ GRAPH -- occupancy plots
ERROR_GRAPH

BITPATTERN GRAPH
MISSING BITS GRAPG
EVENT SIZE GRAPG
EVENT BUFF GRAPG
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— BUNCH _SIG _HIT GRAPH

— BUNCH_SIG_GRAPH

— BUNCH HIT GRAPH
DataSet

— FULL_SET -- output based on all the collected data
from the beginning of the run

— TMP_SET -- output based on tmp data
CrateName
VRBName
HDIName

After button 'DataAction' is pushed selected data will appear in new
browser widget.

Frontend processor server: is a part of SMT frontend processor
code. As soon as 'SMT Monitoring' is turned ON in CREATOR
window SDAQ Supervisor passes all the run commands from COOR

to frontend processors. At the begin of each run commands INIT and
START are sent to SMT frontend processor. When INIT command
comes initialization procedure is called. When START commands
comes data collection starts. As soon as initialization is completed
monitoring server tries to connect to Linux box application
(IOCConnection thread) . At that point IOCConnection process
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takes over and asks server for data every Imin (currently

set). Connection is socket based. As soon as run is stopped
command STOP is passed via SDAQ Supervisor to frontend and
monitoring server breaks connection.

Hardware data for monitoring purposes can be collected from:

* VRB spy memory (A24/D16 transfer). At a time on a
request only data from one HDI is stored in VRB spy
memory. Handshake is described in VRB documentation.
That procedure is very slow and it is not currently used.

« onl_smtcalib/ssdag/smtStore/monitoringbuffer and an
interrupt is generated. That interrupt is cought by PowerPc
and data is copied via VME backplane. That procedure is
very efficient and is currently used.

Collected hardware data is unpacked and stored in to histograms for
ecach HDI and each chip. On a request from IOCConnection thread
that data is copied to a buffer and sent back to IOCConnection
thread.

Current setup.
The whole software is stored in cvs repository in the following
directories:

* onl smtcalib/ssdag/smtStore/monitoring -- Linux box C++

code

« onl_smtcalib/ssdag/smtStore/servlet -- Linux box Java
servlets

« onl smtcalib/ssdag/smtStore/frontend -- frontend C code
for VXWorks
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SMT online monitoring application runs on 'd0ol28.fnal.gov' DO
online host from 'dOrun' account. Application is located in directory
'~dOrun/onlineMonitoring'.

Since graphs are created using PHP software PHP library needs to be
supported by WWW server. Current version installed is 'php-4.1.2".

For graphs creation an additional packed 'jpgraph-1.6.1" (written is
PHP) was used. It is installed on a disc accessible from online cluster
in directory '/dOusr/products/jpgraph'. There are links created in the
application to the above mentioned location.

SMT online monitoring application should be started/ stopped using
official dO scrit start daq/stop daq Usage of that script ensures that
only one instance of application runs at a time.

There are several log files created in dir *~dOrun/onlineMonitoring/'

 I0C dOolsmtXX ConnectionLog.txt -- stores information
about data collection from SMT IOCs

« DataServerLog.txt -- stores information about requests
from Java servlets

» SESLog.txt -- stores information about hardware checks
and messages sent to Significant Event System

Every time application is stopped log files are copied to
'/projects/smtMonitoring/log/' directory with current date and time.
All 'html' and "php' files that contain created graphs are in directory
'/projects/smtMonitoring/jpgraph_cache'.
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Files older then 1 month are purged from both directories
'/projects/smtMonitoring/log/' and
'/projects/smtMonitoring/jpgraph cache' by an automatic cron job.

Compilation and L inking.

In order to compile C++ code

(‘onl smtcalib/ssdag/smtStore/monitoring') one needs to 'setup
DORunlI p13.10.00' or later if backward compatible.

In order to compile Java servlets
(‘onl_smtcalib/ssdaqg/smtStore/servlet') one needs to:

'setup tomcat' and 'setup java vl 3 1 02'. Compilation is done
automatically by 'makefile'. Copiled files 'class' are copied to
‘www/WEB-INF/classes/' and library 'jar' is copied to 'www/WEB-
INF/lib/'. After successful compilation one needs to copy 'class' and
Jar' files to a well known location of 'tomcat' server. Currently that
are:

'/projects/elog/jakarta-tomcat-3.2.1/webapps/smtMonitoring/ WEB-
INF/classes/' and
'/projects/elog/jakarta-tomcat-3.2.1/webapps/smtMonitoring/ WEB-
INF/1ib/'

In order to compile frontend part change directory to
'onl_smtcalib/ssdag/smtStore/frontend' and use existing makefile that
will make the whole job for you.

29-Jul-03 Monitoring 153



SMT Shift Instructions

The Archivers

Page Section

155. Introduction

158. Once a shift tasks
158.Fast archiver check

160.Slow archiver check

161.Radmon archiver check

162. Once a week tasks (Friday day
shift)

163.Save slow archiver data

169.Save radmon archiver data

175.Cleanup and restart fast archiver

177. Plotting archiver data

29-Jul-03 Archivers 154



SMT Shift Instructions

The Archivers
| ntroduction

The procedures outlined here are to be carried out either every shift
(checking and restarting the Archivers, if required), or once a week,
during the Friday day and/or evening shifts (saving the Archiver data
and restarting the Archivers)

Written June 5, 2003 P. Rapidis

1. Philosophy
1. What gets saved and why :

We have three processes of the Archiver running, they
record periodically data gathered by the control
system (via the 1553 link).

The fast Archiver records data at 1 Hz rate and this
data is primarily used to diagnose transients that may
cause us problems. This system has proven invaluable
in diagnosing power supply glitches that have
plagued us in the past. This data is of no long term
importance and thus only a week’s worth of stored
data 1s saved on a scratch disk. Every week we stop
the process, clean up the stored data and restart it.

The slow Archiver records parameters at a much slower
rate (from a few times a minute to once an hour) that
may be of some importance in monitoring the long
term performance of the detector — these are primarily
the bias voltages (HV) of the HDI’s, their power
consumption,
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and environmental variables (temperatures, water flows,
magnetic fields ...). These pieces of data get saved for
long term perusal; they get transferred onto tapes via the
SAM system. The transfer onto the SAM data tapes, the
erasing of the old data, and the restarting of the process

1s also done once a week. If for some reason the slow Archiver

gets stopped (e.g. it terminates abnormally) earlier in a the week, then
the recovery procedure should be a transfer of the older data to SAM
followed by a restarting of the process (I.e. follow the procedure for the
weekly saving of data for this process).

The Radmon Archiver records parameters related to the
radiation loss detectors (the fingers) and to the BLM’s at
the end of the DO detector, both at a low rate (once a
minute for temperatures and integrated doses) and at a

fast rate (1 Hz, for instatneous loss rates) If for some reason
the Radmon Archiver gets stopped (e.g. it terminates abnormally) earlier
in a the week, then the recovery procedure should be a transfer of the
older data to SAM followed by a restarting of the process (I.e. follow
the procedure for the weekly saving of data for this process).

29-Jul-03 Archivers 156



SMT Shift Instructions

The Archivers
| ntroduction

A detailed list of variables being saved:
Fast Archiver:
http://dOserverl.fnal.gov/projects/silicon/www/Archiver/fastlist.htm

Slow Archiver:

http://dOserverl.fnal.ecov/projects/silicon/www/Archiver/slowlist.htm
Radmon Archiver

(ask the radiation loss experts)

A general note — at some steps you will be asked
to see if a file has a current date. Please be
cognizant of the fact that the Archiver (esp.
the slow Archiver) may be up to a few
minutes late in updating the output files. So be
somewhat generous when interpreting the date
stamp information
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1. Make sure the fast Archiver is running

It is assumed that you are signed on as dOsmt on an online machine and
you have done a >setup dOonline

1. Either you can issue the command
>d0ssh d0ol28 ‘ps —ef | grep dOsmt | grep archi | grep —-v grep’

and check that you see three jobs running;
also check if the archive file 1s updating by

>d0ssh d0ol28 ‘Is -l /scratch/smt/psarchive | grep
‘date +%Y%m%d"’
and check if the file with a name like
200ymmdd-000000 (where ymmdd are today’s
year, month, and date) has a current time
stamp.

or execute the script:
>/home/dOsmt/archiverchecks.sh

which does the above (and more) for you

Easier step

2. Ifthings look OK go on to checking the slow
Archiver.
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3. If'the fast Archiver is dead you should kill any
malfunctioning jobs, clean up the lock file, and
restart it. This 1s done by doing :

Sign on d0ol28 as dOsmt by doing :
>d0ssh d0ol28 < if needed
>setup dOonline < if needed
>setup chan_archiver
>stop chan_archiver —p 4820
>cd /scratch/smt/psarchive
>rm archive_active.lck < done if this file exists

kill any leftover jobs found in step 1 via
>kill -9 <pia> < get the process id number from step 1

restart the fast Archiver by doing
>start_chan_archiver —p 4820 —-w . —c ps_config
You must be in the /psarchive directory,
and just for your information 4820 is the port number
check (after a couple of minutes) if the fast
Archiver is running by repeating the tests of
step 1.
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2. Make sure the slow Archiver 1s running

1. Either you can issue the command
>d0ssh d0ol03 ‘ps —ef | grep dOsmt | grep archi | grep —v grep’

and check that you see three jobs running;
also check if the archive file 1s updating by

>d0ssh d0ol03 ‘Is -l /projects/archive/smt/current | grep
“date +%Y%m%d”’
and check if the file with a name like
200ymmdd-000000 (where ymmdd are today’s
year, month, and date) has a current time
stamp.

or execute the script:
>/home/dOsmt/archiverchecks.sh

which does the above (and more) for you.

2. Ifthings look OK then you are done, go do
something else now !

3. If the slow Archiver is dead, then follow the
procedure used to back up the slow Archiver
data (which should be done once a week, Or in
an exceptional circumstance, such as the one
you are facing now).

Easier step
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3. Make sure the Radmon Archiver is running

Either you can issue the command
>d0ssh d0ol23 ‘ps —ef | grep dOrad | grep archi | grep —v grep’

and check that you see three jobs running;
also check if the archive file is updating by

>d0ssh d0ol23 ‘Is —I /projects/archive/radmon/current | grep
“date +%Y%m%d"’

and check if the file with a name like
200ymmdd-000000 (where ymmdd are today’s
year, month, and date) has a current time stamp.

or execute the script:
>/home/dOsmt/archiverchecks.sh

which does the above (and more) for you.
If things look OK then you are done, go do
something else now !

If the Radmon Archiver 1s dead, then follow the
procedure used to back up the Radmon
Archiver data (which should be done once a
week, Or in an exceptional circumstance, such
as the one you are facing now).

Easier step
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These procedures are to be done once a week
(Friday day and/or evening shift ).

Steps I and II will also be needed 1n the situation of a
malfunctioning slow/Radmon Archiver.

The are five distinct operations here.

Ia and Ib) We save the data of the slow/Radmon
Archiver by copying the data to a temporary
location, taring it and gziping it. The original
directory is cleared and the slow/Radmon Archiver
is restarted.

IIa and IIb) The tar/gziped file is transferred to
SAM, and upon a successful SAM transfer the
tar/gziped file is deleted. (These two operations
are to be done once a week and in the case of a
malfunctioning slow/Radmon Archiver).

IIT) In addition, for the fast Archiver, we delete the
older data of the fast archiver from a backup
directory, copy its current data to the backup
directory, clean up the current data directory and
restart the fast Archiver.
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1. Save the data from the slow Archiver
1. Login and setup :

Login as dOsmt on d0ol03, this can be done
only from d0ol00 and d0ol05 by doing

>setup dOonline < if needed

>d0ssh d0ol03 < if needed, from d0ol00/d0ol05 only
>setup dOonline < if needed

>setup chan_archiver

>cd /projects/archive/smt

2. Copy and compress the older data

>chan_arch_copy smt
This copies the data from the previous week
(from ./previous) to a temporary location
(/dOolcluster/scratch) and then tars and gzips
it. This can easily take ~1hour for a week’s
worth of data. If you are compulsive you can
check the progress of this step by doing the

following on another x-terminal :
>|s —| /dOolcluster/scratch/archive/smt/dir*
>|s —| /projects/archive/smt/previous

Please wait for this compressing to end before
proceeding
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3. Stop the slow Archiver process
>stop_chan_archiver —p 4815 < if needed,

if you are here because the slow Archiver malfunctioned you
may not need this, but

it does no harm to do it.

Check if the three jobs running have stopped.

Sometimes two of the three jobs take 5 to 10

minutes to die. If they take too long you may

want to kill them. Check on the jobs by doing
>ps -ef | grep dOsmt

and, if needed, kill them by :

>Kill -9 <pia> < where you use the process id
from the previous command
If you kill the jobs, or if things have ended
abnormally you will have to remove the lock
file by doing:
>rm ./current/archive_active.lck

4. Copy the current data

Copy the current data (from ./current) to the

backup location (to ./previous)
>rm —Rf ./previous/*

>chan_arch_move smt < for this to work there should be no
Jeurrent/archive_active.lck file
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5. Start the slow Archiver once again

>cd ./current < (l.e. go to /projects/archive/smt/current)
>start_chan_archiver —c config_file -w . —p 4815

make sure the slow Archiver is running, this
can take a few minutes to complete. You can

check this by either issuing the command
>ps —ef | grep dOsmt

and check that you see three jobs running;
also check if the archive file 1s updating by
>|s —| /projects/archive/smt/current | grep ‘date +%Y%m%d’

and check if the file with a name like
200ymmdd-000000 (where ymmdd are today’s
year, month, and date) has a current time
stamp.

Or you can do it by executing the script:
>/home/dOsmt/archiverchecks.sh

which does the above (and more) for you.

Easier Step

You may log out of d0ol03 now.
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6. Transfer the compressed data to SAM
(More details can be found in the file /projects/archivey HOWTO_SAM)
Log on to dOolb as dOsmt, this can be done if

you are dOsmt on one of the following three
machines d0ol44,d00128, and d0ol05

>setup dOonline < if needed

>d0ssh dOolb < from d0ol44,d0ol28, and d0ol05 only !
go to the directory where the compressed data is
(from step 2) Le. :

>cd /scratch/archive/smt/dir<tab> < this is another name for the
directory /d0Oolcluster/scratch/archive/... of step 2

Create and edit the metafile that controls the
transfer to SAM

>setup nedit

>../[sammfile
An edit window (nedit) will pop up in which
you should edit the five lines with the data file,
parameter file, start date, end date, and
file_size. Please note that (a) you should change
the filenames on some of these five lines
(including the date part, ctl to smt , etc.-
paste the names from the x-terminal) and (b) the
size of the tar.gz file as they were shown on
your X-terminal.
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Exit the editor and save the file :
online epics to sam.py

Setup SAM by doing :

>source /projects/archive/SAM_SETUP.sh

Check that things are setup properly :

>which sam < should be V3_1_9a or greater
>echo $SAM_STATION < should be datalogger-dOolb

Submit the job to SAM:

>sam store - -descrip=online_epics_to_sam.py - -source=.

or if you encounter an error you can resubmit it via:
>sam store - -descrip=online_epics_to_sam.py - -source=.

- -resubmit
(note that there is no space between the two dashes in these commands)

Now wait for the completion of the data transfer
(usually less than 15 minutes).

If the transfer 1s successful remove the old data.
First check the file transfer

>setup netscape

>netscape & and go to
http://d0db.fnal.gov/sam_data_browsing/data_file _query.html

which is also bookmarked as “SAM data browser”
use datatier = epics , datafile = dir_smit%
application family = online_archive , and
application_name= online_epics

29-Jul-03 Archivers 167


http://d0db.fnal.gov/sam_data_browsing/data_file_query.html

SMT Shift Instructions

The Archivers
To bedone once aweek

and see if the file from step 2 was stored
properly. If this does not work out, try a
resubmit as outlined above, and if this even
fails notify an expert (P. Rapidis or V.
Sirotenko) and do not do the cleanup of the
next step.

7. Delete the old files (to be done 1f all is well

from the previous step)
>cd /scratch/archive/smt/dir<tab><carriage return>
>rm *
>cd ..
>rmdir dir<tab><carriage return>
>|s < you should see only one file named “sammfile”

At this point log off dOolb.

If you are doing the above as a result of a
malfunction of the slow Archiver, then please skip
the next steps — you are done with the Archiver
tasks. If this is part of the weekly task then
continue.
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2. Save the data from the Radmon Archiver
1. Login and setup :

Login as dOrad on d0ol23, this can be done by
doing

>setup dOonline < if needed

>d0ssh -l dOrad d0ol23

>setup dOonline

>setup chan_archiver

>cd /projects/archive/radmon

2. Copy and compress the older data

>chan_arch_copy radmon
This copies the data from the previous week
(from ./previous) to a temporary location
(/dOolcluster/scratch) and then tars and gzips
it. This can easily take ~1hour for a week’s
worth of data. If you are compulsive you can
check the progress of this step by doing the

following on another x-terminal :
>|s —| /dOolcluster/scratch/archive/radmon/dir*
>|s —| /projects/archive/radmon/previous

Please wait for this compressing to end before
proceeding
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3. Stop the radmon Archiver process

>stop_chan_archiver —p 4813 < if needed,

if you are here because the Radmon Archiver malfunctioned
you may not need this, but

it does no harm to do it.

Check if the three jobs running have stopped.

Sometimes two of the three jobs take 5 to 10

minutes to die. If they take too long you may

want to kill them. Check on the jobs by doing
>ps -ef | grep dOrad

and, if needed, kill them by :

>Kill -9 <pia> < where you use the process id
from the previous command
If you kill the jobs, or if things have ended
abnormally you will have to remove the lock
file by doing:
>rm ./current/archive_active.lck

4. Copy the current data

Copy the current data (from ./current) to the

backup location (to ./previous)

>rm —Rf ./previous/*

>chan_arch_move radmon<- for this to work there should be no
Jeurrent/archive _active.lck file
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5. Start the radmon Archiver once again

>cd ./current < (l.e. go to /projects/archive/radmon/current)
>start_chan_archiver —c config_file -w . —p 4813

make sure the radmon Archiver is running,
this can take a few minutes to complete. You

can check this by cither issuing the command
>ps —ef | grep dOrad

and check that you see three jobs running;
also check if the archive file 1s updating by

>|s —| /projects/archive/radmon/current | grep ‘date +%Y%m%d’

and check if the file with a name like
200ymmdd-000000 (where ymmdd are today’s
year, month, and date) has a current time
stamp.

Or you can do it by executing the script:
>/home/d0smt/archiverchecks.sh

which does the above (and more) for you.

Easier step

You may log out of d0ol23 now.
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6. Transfer the compressed data to SAM
(More details can be found in the file /projects/archivey HOWTO_SAM)
Log on to dOolb as dOrad, this can be done if

you are dOsmt on one of the following three
machines d0ol44,d00128, and d0ol05

>setup dOonline < if needed

>d0ssh -l dOrad dOolb < from d0Ool44,d0ol28, and d0ol05 only !
go to the directory where the compressed data is
(from step 2) Le. :

>cd /scratch/archive/radmon/dir<tab> < this is another name for
the directory /dOolcluster/scratch/archivey/... of step 2

Create and edit the metafile that controls the
transfer to SAM

>setup nedit

>../[sammfile
An edit window (nedit) will pop up in which
you should edit the five lines with the data file,
parameter file, start date, end date, and
file_size. Please note that (a) you should change
the filenames on some of these five lines
(including the date part, ctl to radmon _, etc.-
paste the names from the x-terminal) and (b) the
size of the tar.gz file as they were shown on
your X-terminal.
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Exit the editor and save the file :
online epics to sam.py

Setup SAM by doing :

>source /projects/archive/SAM_SETUP.sh

Check that things are setup properly :

>which sam < should be V3_1_9a or greater
>echo $SAM_STATION < should be datalogger-dOolb

Submit the job to SAM:

>sam store - -descrip=online_epics_to_sam.py - -source=.

or if you encounter an error you can resubmit it via:
>sam store - -descrip=online_epics_to_sam.py - -source=.

- -resubmit
(note that there is no space between the two dashes in these commands)

Now wait for the completion of the data transfer
(usually less than 15 minutes).

If the transfer 1s successful remove the old data.
First check the file transfer

>setup netscape

>netscape & and go to
http://d0db.fnal.gov/sam_data_browsing/data_file _query.html

which is also bookmarked as “SAM data browser”
use datatier = epics , datafile = dir_radmon %
application family = online_archive , and
application_name= online_epics
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and see if the file from step 2 was stored
properly. If this does not work out, try a
resubmit as outlined above, and if this even
fails notify an expert (P. Rapidis or V.
Sirotenko) and do not do the cleanup of the
next step.

7. Delete the old files (to be done 1f all is well

from the previous step)
>cd /scratch/archive/radmon/dir<tab><carriage return>
>rm *
>cd ..
>rmdir dir<tab><carriage return>
>|s < you should see only one file named “sammfile”

At this point log off dOolb.

If you are doing the above as a result of a
malfunction of the radmon Archiver, then please
skip the next steps — you are done with the
Archiver tasks. If this is part of the weekly task
then continue.
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3. Cleanup and restart of the fast Archiver

1. Login and setup :

Login as dOsmt on d0ol28, this can be done
only from d00l100, d0ol03, and d0ol05 by
doing

>setup dOonline < if needed

>d0ssh d0ol28 < if needed, from d0ol00/d0ol05 only

>setup dOonline < if needed

>setup chan_archiver
>cd /scratch/smt/

2. Delete the older files
>rm —Rf ./old/*

3. Stop the fast Archiver process
>stop_chan_archiver —p 4820
Check if the three jobs running have stopped.
Sometimes two of the three jobs take 5 to 10
minutes to die. If they take too long you may
want to kill them. Check on the jobs by doing
>ps-ef | grep dOsmt | grep arch

and, if needed, kill them by :

>Kill -9 <pia> < where you use the process id from the previous
command
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If you kill the jobs, or if things have ended
abnormally you will have to remove the lock
file by doing:

>rm ./psarchive/archive_active.lck

4. Move the current files (from ./psarchive) to
the older file directory (to ./old) by:

>mover € moves the files and creates new directories in ./old

5. Restart the fast Archiver

>cd ./psarchive
>start_chan_archiver —p 4820 —w . —c ps_config

6. Check that the fast Archiver is running
this can take a few minutes to complete.
You can check this by either i1ssuing the
command

>ps —ef | grep dOsmt | grep archi
and check that you see three jobs running;
also check if the archive file is updating by

>|s —| /scratch/smt/psarchive | grep ‘date +%Y%m%d’

and check if the file with a name like

200ymmdd-000000 (where ymmdd are today’s

year, month, and date) has a current time

stamp.

Or you can do it via the script:
>/home/dOsmt/archiverchecks.sh

which does the above (and more) for you.
THE END

Easier Step
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For devices being archived by the Slow archiver use any of the
online machines and do :

> setup dOonline

> setup chan_archiver

> Xarr.py /projects/archive/smt/xxxxxx/dir.200ymmdd-hhmmss &

( xxxxxx can be either ‘current’ or ‘previous’, and y,mm,dd,hh,mm,ss
stand for the year, month, day, hour, minute, and second when this
archive file started)

For devices being archived by the fast archiver use ONLY the d0ol28
machine :

> setup dOonline <« on d0ol28 !!!

> setup chan_archiver

> Xarr.py /scratch/smt/psarchive/xxxxxx/dir.200ymmdd-hhmmss &

( xxxxxx can be either ‘psarchive’ or ‘old’, and y,mm,dd,hh,mm,ss
stand

for the year, month, day, hour, minute, and second when this archive
file started)

The control of the display program is quite obvious, but you may need to
know

the name of the device you wish to plot, such lists can be found in this book
or

on the web at
http://dOserverl.fnal.gov/projects/Silicon/www/Archiver/fastlist.htm
http://dOserverl.fnal.gov/projects/Silicon/www/Archiver/slowlist.htm
for the fast and the slow archiver respectively.
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1. Contact Aurelio Juste for any
questions about MCH
Walkthroughs:

— 722-0033
— Xx6565
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Shift Procedurefor SMT Radiation Monitoring

SMT radiation dose is monitored through two systems: BLMs
(Beam Loss Monitors) and Fingers (silicon diode detectors residing inside the
SMT). The BLM system is the primary protection system. It generates alarm
and abort signals according to preset thresholds. Both the instantaneous and
integrated doses are recorded and can be monitored through ACNET interface
of the system (E35). One of the integrating devices (DOBRUT) is monitored
by MCR for making manual trip decisions for integrated doses. The SMT
Finger system provides detailed dose monitoring through EPICS and can be
used to analyze losses in more detail than the BLM system.

Startup
«  Start E35 ACNET page for BLM monitoring (if it's already not
running) on the ACNET console.
«  Start StripChart for BLM HV:
*  from /projects/DOrad/shift
*  Linux:onl-> setup dOonline
*  Linux:onl-> ./blm_bias.sh &;

Monitoring
*  On E35 page, make sure that all the devices are enabled: green EN
should show for each device. A LAM state indicates an alarm
condition. If this occurs call the experts.

* At the start of shot setup or store, note down the integrated dose
values from the E35 page in the logbook. Monitor the change in
these values and inform the shift captain if any of the values
reaches the manual abort threshold (shot setup: 2krad, store: 3krad).
Shift captain would then request MCR to abort the beam. DO-
OP_SMT-010 (DO Silicon Detector Radiation Protection) gives
instructions on beam alarm and aborts.

« If BLM HV goes out of bound (<1200V or >2200V) call the expert.

Experts

Syed Naeem Ahmed Ronald Lipton

x4250 x4132

(630)898-7936  (home) (630)266-8242  (pager)
(630)788-6940  (work) lipton@fnal.gov

naecema(@tnal.gov
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Paging

When you have trouble with the detector and
don't know what to do, the first thing you should do i1s
page the SMT On-call Expert.

To page the SMT On-call Expert

you have to:

. Dial: 9 218 8764

. Wait for a signal

. Enter: 8800#

. You will hear another signal - that 1s it! Hang up

and wait for the On-call expert to call you back.

Other Pager numbers:

Breese Quinn: 266-0565

Michael Weber: 266-0561

Eric Kajfasz: 218-9774

Harald Fox: 847-414-4044

Petros Rapidis: 905-4069
RADMON On-call expert: 218-9437

29-Jul-03 Paging 180



	DØ SMTShift Instructions
	Contents
	General Instructions
	Shift Guidelines
	Shift Guidelines
	Types of HDIs present in D0SMT
	Correpondence between different mappings
	About LV and HV (1)
	About LV and HV (2)
	About LV and HV (4)
	SVXIIe read out chips download parameters
	High DVDD currents and HDI LV Trips (1)
	High DVDD currents and HDI LV Trips (2)
	High DVDD currents and HDI LV Trips (3)
	High DVDD currents and HDI LV Trips (4)
	High DVDD currents and HDI LV Trips (5)
	High DVDD currents and HDI LV Trips (6)
	High DVDD currents and HDI LV Trips (7)
	High DVDD currents and HDI LV Trips (8)
	High DVDD currents and HDI LV Trips (8)
	High DVDD currents and HDI LV Trips (9)
	HV current limit GUI
	Monitoring (1)
	Monitoring (2)
	Monitoring (3)
	Monitoring (4)
	LogbookStarting
	LogbookUse
	LogbookUse
	LogbookUse
	DØSMT Operations Database
	DØSMT Operations Database
	DØSMT Operations Database
	DØSMT Operations Database
	All-GUIs-starter
	All-GUIs-starter General Monitoring GUIs
	HDIs DVDD current GUI
	HDIs DVDD current GUI
	HDIs DVDD current GUI
	HDIs DVDD current GUI
	HDIs DVDD current GUI
	IB Power Supplies GUI
	SEQ Power Supplies GUI
	IB Temperature GUI
	Utility Scripts and GUIs
	Utility Scripts and GUIs
	Listing Scripts and GUIs
	Listing Scripts and GUIs
	Rack Monitor Interface GUI
	Read Out Crates IOCs
	Read Out Crates IOCs
	1553 Controller Crates IOC mapping (MCH3)
	Read Out Crates IOC mapping (MCH2)
	HV Crates IOC mapping (MCH2)
	Download GUI
	SDAQ / Calibrations
	SDAQ / Calibrations Quick Guide
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration
	SDAQ / Calibration Troubleshooting
	SDAQ / Calibration Expert Guide
	SDAQ / CalibrationExpert Guide
	SDAQ / CalibrationExpert Guide
	SDAQ / Calibration Expert Guide
	SDAQ / CalibrationExpert Guide
	SDAQ / CalibrationExpert Guide
	PDAQ / Crater / Taker
	SMT Crater
	SMT Crater
	SMT Crater
	Taker
	Taker
	High Voltage
	Description of the HV System
	Shifter Tasks
	When to Ramp HV Up
	Global HV Monitoring & Control
	Global HV Monitoring & Control
	Old Global HV                           Monitoring & Control
	Old Global HV                    Monitoring & Control
	Global HV Ramping Procedure
	Channel HV Monitoring & Control
	Channel HV Monitoring & Control
	Channel HV Monitoring & ControlStates & Actions
	Underdepletion Script
	Underdepletion List
	HV Alarms & Alarm Display
	HV Alarms & Alarm Display
	HV Alarms & Alarm Display
	TroubleshootingHV Pod Trips
	TroubleshootingHV Pod Trips
	TroubleshootingHV Pod Trips
	TroubleshootingHV Crate Trips
	TroubleshootingMinor HV Alarm
	TroubleshootingMajor HV Alarm
	TroubleshootingMajor HV Alarm
	TroubleshootingStripTool
	HV InformationFinding HV Info for a Particular Device
	HV InformationFinding Device Info for a Particular Pod
	Alarm Display
	Alarm Display
	Alarm Display
	StripTool
	StripToolEPICS Variable Names
	StripToolEPICS Variable Names
	SMT Event Display
	SMT Event Display
	SMT Event Display
	SMT Event Display
	SMT Event Display
	SMT Examine
	SMT Examine Running SMT Examine
	SMT Examine How to Use Histoscope
	SMT Examine How to Use Histoscope
	SMT Examine How to Use Histoscope
	SMT Examine How to Use Histoscope
	SMT Examine How to Use Histoscope
	SMT Examine How to Use Histoscope
	SMT Examine Monitoring Data Quality
	SMT Examine Monitoring Data Quality
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	SMT Examine SMT Examine Histograms
	Occupancy GUI
	MonitoringShifter Instructions
	MonitoringShifter Instructions
	MonitoringShifter Instructions
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	MonitoringWhat experts should know
	The Archivers
	The ArchiversIntroduction
	The ArchiversIntroduction
	The ArchiversIntroduction
	The ArchiversTo be done once a shift
	The ArchiversTo be done once a shift
	The ArchiversTo be done once a shift
	The ArchiversTo be done once a shift
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversTo be done once a week
	The ArchiversPlotting archiver data
	MCH Walkthrough
	D0 Radiation Monitoring
	Paging

