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A Director’s Review of the Run IIb Projects, chaired by Ed Temple, was held on April 16-18, 2002 at Fermilab.  DØ considers this review to have been an invaluable part of the preparatory process as the Run IIb projects are defined and established.  The Committee members were clearly quite experienced in mounting projects in the present climate, and their comments offered us the clearest indication we’ve yet received on what will be required to properly mount and manage this upgrade.  We genuinely thank them for their time and effort during the review itself, and for their helpful and thoughtful suggestions. 

In the sections below, we present our responses to the Committee’s comments and recommendations, as drafted in their report. We first list the comments and recommendations, including both those common to CDF and DØ as well as those specific to DØ, followed by an integrated set of responses.

Scope of the Proposed Upgrades

Comments

· Reduction of the long period of time needed to achieve silicon functionality after installation in Run IIa is insufficiently addressed in the plans for Run IIb. For CDF, it appears that insufficient systems testing was performed for Run IIa, and for DØ it appears that schedule slip resulted in the completion of tasks having to wait extended periods until physical access was possible.

· The DØ silicon scope is slightly larger than that of CDF, because a smaller sensor pitch was chosen by DØ.  The smaller pitch is desired due to a difference in capability between the outer tracking systems.

· The DØ low-mass jumper cables are outside the stave assembly. The CDF silicon bus cables are inside into the stave assembly, presenting significant risk for noise issues, while allowing a clean assembly package.

· The sensor, SVX4, and the hybrid programs appear well planned, and the plans have profited from prior experience.

· The silicon stave concept is new, and presents risks for a variety of unforeseeable problems.

· The stave cooling is generally more challenging than used in previous detectors, and presents a variety of risks.

· The successful operation of a full prototype stave does not appear prominently in the testing plans.

· The DØ cooling and mechanical modeling efforts are well advanced.

· The DØ L1 Track Trigger may adjust their scope after the incorporation of noise into the simulation of efficiencies and fake rates.

Recommendations

· Develop plans to insure that the Run IIb silicon detectors are more fully functional at the time of installation than were the Run IIa silicon detectors.

· Understand differences in silicon sensor testing plans between CDF and DØ: one of the experiment is under(over)estimating the amount of work that is needed.

· Explore more common effort in stave cooling design and prototyping. 

· Add an explicit milestone for a full prototype stave system test.

· Develop a feasible baseline for DØ L1 Calorimeter Trigger project.

· Complete DØ L1 Track Trigger simulations, then develop a feasible baseline.

· In the baselines for the DØ L1 Calorimeter and Track Trigger projects, include all resources, including both labor and M&S regardless of funding source.

Responses

We have grouped our responses into five distinct categories that address the above comments and recommendations: Readiness for Installation, Stave Design, Sensor Testing, Silicon Scope, and L1 Track and Calorimeter Triggers.

Readiness for Installation

We fully concur that the silicon detector must be ready to take data as soon as possible after installation.  We provide below more details about our Run IIa installation experience and plans for Run IIb installation and testing that are aimed at meeting this goal. 

The cabling of the Run IIa silicon detector took place from November 27, 2000 until May 23, 2001. Two months of this time was actual running time of the Tevatron and no access to the detector could be gained. Part of the remaining time available for cabling was lost because unfortunately not all cables were in hand yet. In addition, the cabling work needed to be phased with some electronics installation that needed to precede the cabling. All in all approximately 3 months were spent cabling the silicon detector with two shifts per day.  The number of shifts was limited by the amount of technicians available with the proper abilities and skill to perform this very delicate work, as well as by the number of available trained supervisory personnel.  We will attempt to address these shortages for Run IIb, although individuals with the proper skill sets and abilities to do this type of work are not altogether straightforward to find.  It should be noted that the whole cable plant downstream of the Adapter Cards, including the 80-conductor 3M cables from the Adaptor Cards to the Interface Boards and the 50-conductor 3M cables from the Interface Boards to the Sequencer, will remain in place. Running these cables was the bulk of the work in Run IIa. The plan for Run IIb is that only one connection per readout will need to be made once the detector is installed in the collision hall: the connection of the twisted pair cable to the adapter card. For a total of 888 connections to be made, 10 weeks are allocated in the schedule. 

For the Run IIb detector, all elements will be tested at SiDet prior to shipping, as was done with the IIa detector. An extensive testing plan of hybrids and modules is foreseen, as was done for Run IIa. In addition, we have decided to set up two full scale system tests at SiDet. One setup will be of modest scale, where we will verify the individual readout components. The second setup will be a full scale system test with readout of at least five staves simultaneously. 
Stave Design

In this section, we address the comments and recommendation dealing with the stave design.

We agree that we did not give prominent attention to successful operation of a full prototype stave during the presentations.  As described above, we have developed a plan for system integration testing and it is described in part in Chapter 7 of the Silicon TDR.  The section in the schedule for the review which covers this testing is located in lines 316-327 which corresponds to WBS numbers 1.1.2.20, 1.1.2.21, and 1.1.2.22.  We are continuing to develop our stave testing plans and are in the process of identifying specific personnel to help carry out these projects.  We will also add another milestone to identify construction of a full stave prototype readout with prototyped components.

The silicon stave concept is new for Fermilab, though a similar concept is employed by the CMS experiment for the outer tracker barrel. In order to mitigate the risks with the staves, considerable engineering was performed on the stave design over the last year. The structural integrity of the stave is currently very well understood. Stave cooling is being addressed and we are confident that an adequate solution can be found shortly. Extensive tests are foreseen to mitigate any risks. 

The cooling requirements vary from layer to layer, with the more stringent cooling specifications demanded in the innermost layers. Based on maintaining a S/N ratio in excess of 12, a silicon temperature of 0 degrees C is required for layer 2 and 5 degrees C for layer 3, with even less stringent requirement for layers 4 and 5.  We consider it absolutely critical for the performance of the detector that the technology chosen here clearly meet our needs in cooling capacity, radiation hardness, overall structural rigidity, and other areas.  We have therefore opted to invest in R&D designed to investigate as quickly and efficiently as possible the two favored technical options for cooling now being considered:  carbon fiber cooling tubes, and PEEK tubing.  While each has its own benefits and drawbacks, neither has been fully demonstrated to be capable of meeting our requirements.  We are in the process of constructing a test stand where the properties of each will be studied.  Both CDF and D0 will benefit from these studies.  Prototype carbon fiber cooling tubes are being designed and constructed at Lab 3, are being mechanically evaluated, and will be studied in this test stand in the coming weeks.  The thermal properties of a dummy stave with PEEK cooling tubes have recently been measured, and FEA analyses of staves employing PEEK cooling tubes have given very promising results.  More testing will be done over the summer on both options to ensure that an informed decision is made on this critical component of the design. 

The DØ low mass jumper cables are attached to the hybrids on the layer 2-5 staves with an AVX connector. Special small support pieces will ensure that the cables clear all the wirebonds. It is not foreseen that these cables will be connected and disconnected multiple times; once connected, they are an integral part of the stave. The choice of running the digital jumper cable on top of the stave assembly, rather than inside the stave assembly, was motivated by noise considerations and the possibility of repair in case there are problems, as noted by the committee. We believe that these advantages outweigh the fact that the cable is not embedded inside the stave structure.

The DØ and CDF groups have expanded their dialogue to see where commonalities exist  that can benefit both groups.   In particular, we are using the existing Silicon Detector Task Force to open up the discussions.  The engineers from both groups will be able to share information more easily and we hope to expand the collaboration between groups to the extent that it is possible.   We also continue to investigate aspects of the production where similar fabrication procedures might be used, which would allow both groups to benefit from a common pool of technicians trained in common procedures.

Sensor Testing

The committee identified significant differences in the amount of work needed for sensor testing.  The DØ project has written a document on quality assurance for the silicon sensors that explains in detail the tests to which sensors will be subjected. This document has been shared with the CDF collaboration. It is our understanding that CDF out-sources their entire sensor testing program to a Japanese university. The full extent of their testing program is not yet known to us. We are looking forward to a more complete description of their sensor quality program, which will hopefully lead to a better understanding of the source of these differences. 

Silicon Scope

 The committee commented on the relative scope of the CDF and DØ silicon detectors, and we would like to take this opportunity to provide our view of the issue.  Scope can be measured in a variety of ways.  If one considers the total number of sensors employed by each detector, the CDF Run IIb silicon detector has 2304 sensors, whereas the DØ detector has 2184 sensors.  The CDF detector calls for 180 staves, whereas the DØ detector has 168 staves.  In terms of silicon area, both detectors are of similar scope.  The CDF detector uses 1080 4-chip single-ended hybrids in their staves, compared to DØ’s 672 10-chip double-ended hybrids employed in their staves.  Moreover, the stave structure for CDF is very different, and we believe more difficult, than the stave structure of DØ due to the presence of the embedded bus cable for CDF.  Thus, in many areas the CDF detector is of larger scope than the DØ detector.  While the DØ design has a finer pitch, which helps in resolving shared clusters and improves momentum resolution for stand-alone tracking, it is not clear that this reflects a larger scope since SVX4 chips are inexpensive and we avoid having a pitch adapter (requiring one wire bond per strip rather than two).  We also note that we are quite concerned about the high occupancy that is expected in our inner fiber tracker layers and will likely rely more heavily on the pattern recognition capabilities of the silicon tracker than CDF.  The readout of the staves is the one area where the DØ scope significantly exceeds the CDF scope.  DØ operates the SVX4 chip in SVX2 mode, which incurs dead time while the chips are being readout.  To keep the deadtime at a manageable level, we must read out each hybrid separately.  Since CDF operates the SVX4 chip in deadtimeless mode, they can readout an entire stave.  Thus, the DØ cable plant consists of 888 readouts, whereas the CDF cable plant has only about 200 Mini Port Cards to readout. 
Level 1 Track and Calorimeter Triggers

We concur with the committee on the importance of completing the trigger simulations and establishing a feasible baseline for the L1 Track and Calorimeter triggers.  Significant effort is being put into the simulations and design studies needed to fully develop a basleine design. Once the baseline designs are complete, we will update our cost and schedule documents to reflect the baseline design.  As recommended by the committee, all required resources, including both labor and M&S, will be included, regardless of funding source.

Total Project Cost Estimates

Comments

· Use the FY instead of the CY – since BA arrives with the FY.
· Be very explicit in the WBS cost rollup = FY02$. Then add contingency in that metric and then escalate to AY$. This should avoid confusion on the part of the reviewers.
· Show the Resource Sheets – with all indirect costs (~ 2x of straight salary at FNAL) included up front as the “cost of doing business”.

· Adopt an agreed upon template for both Projects of resource costs for FNAL techs and engineers and a generic “university” also.

· Only show AY$ at L2 and above. Invoices and BA are in AY$ and you want to use a consistent metric.

· Adopt a consistent and Project wide contingency methodology and evaluate all task (labor and M&S) contingencies at the lowest level appearing in the WBS. Do not put in “hidden” contingency. There is now a labor contingency of 50% explicitly, with another factor which is hidden. This is not transparent. A better procedure is to reduce the task duration keeping resources fixed. In that way explicit slack time is generated which can be tracked. 

· Report only on a total project contingency. That is to avoid the perception that there is a distinct/explicit, say, L2 contingency.

· Escalate the base cost + contingency instead of adding contingency in AY$ at the end. The contingency is estimated as applied to FY02$ tasks.

· The total costs in AY$ as a function of FY at L2 is a useful plot. The total “resources” = Techs + Engineers + Physicists (FTE) as a function of FY is also a useful plot.

· The proposed calorimeter trigger upgrade appears to be well justified and technically sound. However, there are still many details to be settled. Quantitative specifications have not yet been established for many elements of the design and this makes cost estimates uncertain and delays progress on detailed design.

Recommendations

· Show only the TPC, not separate M&S and Labor.

· Review the schedule and make sure that all tasks, e.g. non – U.S. are explicitly part of the schedule.

· Load the schedule with ALL the resources needed to bring the Project to a successful conclusion – graduate students, postdocs, professors, foreign contributions, etc.

· Explicitly label a task as R&D or Project, including all tasks in the schedule.

· Agree on base labor costs and indirects between CDF and DØ. 

· Supply a Resource sheet containing all labor indirects as the “cost of doing business”.

· Show M&S indirects in the Basis of Estimate.

· Assess contingency for those uncosted resources (base program) which have significant risk at the lowest task level.
· Present a detailed Basis of Estimate with vendor quotes, engineering estimates, etc. This document should not be electronic.

· The BOE should be mapped with the WBS structure so that reviewers can “drill down” transparently.

· Apply contingency at the lowest level WBS task for both labor and M&S.

· Add tasks describing the operation of a “Project Office” sufficient to allow for proper management of the Project, e.g. tracking, reporting, SOW, MOU, procurement, etc.

· The schedules have many tasks that are dependent on timely issuance of P.O.s. One buyer from the Procurement Department should be identified and assigned as a member of both the DØ and CDF project management teams.

· Procurement needs to be shown on the project organization chart.

· Make sure the MOU and SOW and Monthly Reports and other documents are derived from the Project file so that it is the unique source to define the Project and all other items are derived from it.

· The Committee has examined the cost estimates and has arrived at the following table.

· Establish draft baseline specifications for the calorimeter upgrade as soon as practical. Incoming and outgoing signals should be specified for all PCBs in the system.  This will be a point of reference for further design studies.

· Add specific additional contingency to cover the MRI for the L1 trigger as there is additional risk for pending NSF proposals.

· Provide a glossary for the Schedule and Dictionary – FLA, TLA.

· Add R&D tasks and their costs/resources and explicitly label the task as R&D.

· Have the PM appear as a full time job - no parens.

· Remove the M&S spreadsheet. Add Contingency % in the WBS dictionary. Give one dictionary for Labor and M&S in toto.

· DØ's dictionary uses the names on their M&S Excel Spreadsheet and not the names listed in the schedule for each WBS number.  The BOE WBS names need to match the schedule names to eliminate any confusion.

Responses

 
We thank the review committee for their many detailed comments and recommendations.  As we work towards loading our schedule and cost estimate into COBRA, we expect that most, if not all, of these suggestions will be implemented.  We will also make sure that the recommended plots are made available during future reviews.  We provide below more specific responses to those comments and recommendations that require further elaboration. 

We are in the process of reviewing the whole schedule. All tasks, including tasks done at different institutions, will explicitly be part of the schedule. Contingency will be assigned at the lowest level.  While in many cases we believe all resources, including students, postdocs, professors, foreign contributions, etc. were included in the schedule, we will work to ensure this is done consistently throughout the project.  We will also distinguish whether a task is R&D or Project.

Based on discussions with the Division Office a labor cost was agreed upon between the two collaborations. We were under the impression that both projects used that agreed upon labor cost. We will verify that both collaborations do use the same agreed upon labor cost.  We will generate a Resource sheet for the DØ project that includes all indirect costs and make it available during future reviews.

We have started collecting all vendor quotes and detailed engineering drawings in a folder that will form the book for the Basis of Estimate. This folder will be organized in the way the schedule is organized and each entry will have WBS numbers associated with it so that there is a one-to-one correspondence between the folder and the schedule. 

We will incorporate the Project Office functions required to manage the project into the schedule.  We have requested an expediter from the procurement department to help coordinate purchasing actions.  This person will be identified as a member of the project management team and our organization chart will be updated to include Procurement.

As discussed above, we concur with the committee on the importance of developing a baseline of the L1 trigger systems, including detailed descriptions of the interfaces between boards.  We expect to know the outcome of the trigger MRI proposal shortly.  Nevertheless, since the cost and schedule for the L1 triggers were done without regard to the source of funding, we do not believe there is a need for additional contingency associated with our submission of an MRI for funding.

We understand the committee’s concern about the Project Manager having dual roles.  The Project Manager is working with the DØ spokespersons to find the best way of addressing this concern.

Schedule

Comments

· The committee was impressed at the level of detail and effort that both groups has put into the review materials.  It is clear that a great deal of work has gone into this effort and the committee thanks them for presenting detailed project plans.

· The committee felt that the current schedules presented were unrealistic for the defined scope of each project.  At the current time, the committee felt there was a risk of up to a year slip in the detector available date.

· There are areas of schedule risk that should be noted and alternative strategies developed.  These are:

· SVX4 chip, hybrids, and stave development.  Be sure to include adequate time for testing and integration.

· Coordination of parts flow and assembly at SiDet.  This must be carefully monitored to reduce cost and schedule inefficiencies and optimize the efforts on each project, particularly during the peak loading at SiDet (FY03-FY04).

· Assembly, installation, and pre-beam commissioning of each silicon detector must be sufficiently staffed with post-docs to ensure that the system integration efforts occur before installation.

· An integrated master schedule is needed to fully understand the critical path for the whole project and the overall resources necessary to meet the completion milestones.  This integrated master schedule will also help to see what is just off the critical path for the entire project as well as each L2 subsystem. 

· The committee is concerned about the current status against the schedule as both projects have not requested resources at the levels called for in the project files.  This implies that the schedule is currently slipping from the current projection.

· Look for opportunities to advance the engineering design and production efforts whenever possible to improve slack against the baseline schedule.

· The committee is concerned that the pre-beam commissioning time needed for Run IIb is lower by ~3 months from that experienced in Run IIa.  System integration must not be sacrificed for installation first with testing and integration later.

· Procurement of key components must be placed with sufficient time to ensure that all parts are available for the SiDet production teams.  This effort should be coordinated between both groups.

· The committee urges both groups to consider the use of common components and procurement along with design strategies for each project whenever feasible.  This will allow economies of scale to be employed resulting in a simpler assembly process and less schedule risk.

· The DØ group did not call out its installation tasks as a separate section.  This makes it difficult to see the system integration efforts across subsystems.

· The DØ group mentioned generating separate L2 installation schedules and identifying a specific individual for the work.  This should be done so that the installation can be coordinated for all installation efforts.  This coordination should also include space and equipment.

· The DØ project schedule has not been updated for the work that is currently in progress.  Since the DØ group has stated that they are using ~6FTE’s when ~10FTE’s are scheduled, there is a concern that the current schedule completion date is slipping later than what currently presented.

· While the labor contingency applied at L1 is essential to manage the project, it may not help to solve the schedule in the later stages, when specialists are necessary to commission the detector.  

Recommendations

· For both the CDF and DØ schedules, review the project at the lowest WBS level.  Remove slack and show baseline efforts only.  This baseline effort should be what you really want to measure your progress against.  Schedule contingency (slack) should be called out explicitly either by a gap in tasks versus fixed milestones or as an explicit slack task.

· The committee urges both DØ and CDF to consider project scope based upon physics AND schedule.   A well-built detector installed and commissioned late may be of little value in the LHC era.

· Present one-page critical path (summary sheet) schedules for each subsystem and also for each project.  All tasks should be measured using base efforts with no ‘hidden’ float.  Schedule contingency should be shown explicitly as float.

· The committee urges both DØ and CDF to begin monthly statusing of their projects using earned value measurements as a way to coordinate its efforts as well as determine its current progress.  Milestones should be tracked and reported against with variances (baseline vs actual) noted.

· Present time-phased resource plots for all FTE’s (post-docs, engineers, technicians, etc.) for each subsystem as well as for each total project.  Common metrics and formats should be used across projects.  Use fiscal year divisions to agree with funding support.

· Consider calling out a separate WBS section for integration and installation tasks.

· Include post-doc FTE estimates in all manpower plots to ensure that the necessary resources are available when needed. 
Responses

We thank the committee for their thoughtful comments and recommendations.  We first give brief responses to a number of comments and recommendations.  These brief responses are followed by longer responses on the issues of statusing the schedule, the installation schedule, and schedule risk.

We agree with the committee that a comprehensive resource loaded scheduled is a critical tool for understanding issues such as the critical path, required resources, and tracking of milestones.  We will continue our efforts in this direction.

We are currently reviewing the schedule at the lowest WBS level.  We plan to implement the committee’s recommendations for separating the baseline effort from the schedule slack and introducing explicit slack tasks.

We concur with the committee’s observation that schedule is of critical importance for the Run IIb project, and is an important element in decisions on project scope.  We believe the physics goals of Run IIb dictate a detector such as we have designed.  However, the group is well aware that the effort will depend on timely completion of the upgrade.  We are working to minimize the schedule risk to the extent possible.  For example, we are exploring ways to simplify the construction and assembly of the silicon detector and allow initial commissioning to take place prior to installation.

We agree with the committee that a separate installation task is needed and are in the process of identifying the person who will lead this effort.  We plan to identify a separate WBS section for integration and installation as recommended.

The committee noted the importance of timely procurement.  We agree that this is a serious concern, especially for the silicon detector.    We also welcome more coordination with the Lab in order to place the necessary orders.

The committee commented on the importance of finding opportunities to advance the engineering design and production efforts and the potential economies of scale where it is possible to use common components and/or procurements.  We are actively engaged in both of these areas.  One element of this effort is that we are using the existing Silicon Detector Task Force to discuss mechanical component design and fabrication issues.  It is hoped that similar fabrication procedures can be used allowing both groups to be able to benefit from a common pool of technicians who are trained in these procedures.  We are also engaged in dialogue with the CDF group to identify where joint purchases might be made.

We are working on developing one-page critical path summaries and will continue to produce time-phased resource plots as recommended by the committee. 

Schedule Statusing

We agree with the committee’s recommendation to regularly status the schedule and have recently completed the first such effort.  We are working to load the schedule into COBRA so that we can implement earned value reporting and track/report variances with respect to the baseline.  As an interim step, the DØ Run IIb silicon group has been tracking progress against the schedule since December, 2001.  Monthly schedules were shown for tasks that start and finish each month.  In each of the silicon meetings at the beginning of the month, these tasks were discussed and progress given on each of the tasks.

The committee also expressed concern that the schedule is slipping from the current projections based on the current resources not meeting those projected in the schedule.  During the above meetings, each of the subproject managers reported what resources were needed to complete the listed tasks.  Physicists, technicians, and engineers were identified for all of the tasks listed in the project through April 2002.  Our estimates at that time were that we were for the most part on schedule.  More formal statusing of the schedule has shown that we are either on or ahead of schedule in a number of areas (analog cables, digital cables, purple testing card, for example), and behind in a few others (SVX4, outer-layer hybrids, adapter cards).   Of those that have been delayed, only SVX4 is on the critical path (the delay here is 3 weeks).  Many of the delays we’ve encountered are due to hold ups in the procurement process; we are working with the Laboratory to put a system in place that will help relieve this problem.  

The group described above also discussed the estimations of engineering resources needed  as described by the schedule.  Some of these resources were found by assigning physicists, both at Fermilab and at other institutions, to the tasks.  We are also working with the Laboratory to procure additional engineering resources.

 Installation Schedule

The committee was concerned that the allotted time for commissioning was shorter than required for Run IIa.  We agree that on paper the commissioning time is shorter by about 3 months.  However, most of that time in Run IIa was taken up by actual collider operation and the detector was not accessible.  In addition, we would like to point out that a large part of the infrastructure for the Run IIb detector already exists with the Run IIa detector.  In particular, the so-called high-mass cable plant that represented a significant effort for Run IIa will remain in place.  The downstream data-acquisition system will also be fully commissioned during Run IIa.  Nevertheless, we will endeavor to find ways to pre-commission as much of the system as possible before the Run IIb shutdown.

Schedule Risk

The committee expressed concern that there was a risk of up to one year slippage in the detector available date. The DØ Run IIb group has been grappling to produce a schedule that reflects a good faith effort that will allow the detector to be delivered by the date listed in the schedule.  This schedule was arrived at through extensive discussions within the group over six months.  Many of these tasks have been done previously for the Run IIa detector effort so realistic estimates can be given.  We have also explored the history of other silicon detector projects in order to gauge the quality of our estimates.

We believe that in a time-driven project of this nature, it is absolutely critical to manage to an aggressive schedule.   The end date presented at the review reflected a date that was indeed aggressive but one that, with proper Laboratory and other support, we felt could be met.  It was therefore felt to be an appropriate date to which we should be managing the Run IIb silicon  project.  However, the group also realizes that this schedule has risks associated with it, and takes the committee’s comments to heart.  In building the schedule, the group incorporated extra prototyping runs, and thus extra time for parts where we could identify these risks.  In particular the SVX4 chip development imposes a significant risk that is impossible to accurately quantify at this time.  The group believes that most of the risk is up front in the design and prototyping, and not in building many replications of staves once there are working prototypes available. 

Nevertheless, we recognize, as the Committee has pointed out, that the significant risks involved, coupled with the aggressive nature of the schedule and the associated rapid ramp-up of resources, makes it prudent that some means of properly incorporating and managing schedule contingency be devised.  The Committee’s estimates of one year do not appear to us to be at all unreasonable.   We are currently discussing with both the Laboratory and CDF how this might be approached.  We are also in the process of developing an updated schedule for the coming reviews this summer, during which we intend to revisit all of our assumptions in our continued attempts to come up with a schedule that is as realistic – and as workable as a project tool – as possible.

The committee also noted several strategies to minimize the schedule risk, including allowing adequate time for testing and integration, coordination of work flow at SiDet, and ensuring that system integration took place before installation. We address these issues below.

We agree that there is a significant risk in operation of parts using the SVX4 chip such as the hybrid.  For the SVX4 chip, the DØ group, on the recommendation of Ray Yarema, added an extra prototyping run.  We have also assumed that the hybrids will require an additional prototyping run in the schedule.  The DØ-specific testing time between receiving the first prototype chip and submission of the second version of the chip is rather limited.  The group has tried to identify several key personnel for this operation and is working to implement the necessary testing infrastructure prior to the chip’s arrival.  Detailed testing scenarios using the stimulus testing system located at Fermilab are currently being reviewed.  In addition, system integration testing stands have been in preparation for several months.  System Integration tests are described further below.

The parts flow for construction has been integrated into the schedule; however we agree that this will require extreme vigilance to maintain a viable project.  We agree that it will be crucial to obtain the necessary personnel for Run IIb.  However, in the past, the DØ collaboration has been willing to step up and provide critical personnel when necessary. 

Our testing plans are detailed in the Silicon Portion of the TDR in Chapter 7, with much of the detail contained in section 12.  These are summarized here as well:

1. SVX4 chip testing at both LBL and using the stimulus test stand at Fermilab – During these tests we will verify the margins and timing for all of the signals seen with the SVX2 operation mode.  In particular, we will test known failure scenarios from the current Run IIa SVX2 chip.

2. Tests using a stand-alone readout system – Currently a test board that will allow us to run our Run IIa stand alone test stands using the SVX4 chip is being fabricated (the purple board).  With this test stand, we plan on testing:

a. SVX4 chips mounted on hybrids readout with the real digital jumper cable.  Here we will measure pedestals and noise and check the charge injection features and stability with running the chip for long periods of time.

b. When all of the elements of the readout chain are available, they will be incorporated to test the performance of the full readout chain.

3. Cable Testing – Currently, we have already received prototypes for most of the downstream cables used in the system.   The impedances and responses of these cables as a function of frequency have been measured.  Once the SVX4 chip is here, these cables will be used in conjunction with the SVX4 chip to determine the necessary terminations for the adapter card design.

4. Full chain DAQ tests – We currently have available in the collider hall a readout chain that utilizes the full data acquisition system.  With this system, we plan to test a set of hybrids using the full DAQ readout.  A similar test was used to debug the readout for Run IIa before installation in the hall.  This system also allows long term stability tests.

5. Full chain tests with real staves at SiDet – For the Run IIa silicon detector, we were able to test 10% of the readout channels using the full DAQ system.  A smaller, similar setup is planned for Run IIb.  Here, we can test the integration of the mechanical and readout system with staves being cooled.

6. Mechanical tests of staves – an ongoing program exists to test the mechanical stiffness, temperature dependence, and long term reliability of all components placed in the system including a long term cooling test.

7. Production testing of hybrids, modules, and staves – Every hybrid is burned in and tested before mounting on modules.  Each module is burned in and tested before mounting on the stave.  After modules are installed on staves, each module is read out separately, and the whole stave is read out under full bias.  After staves are mounted in the bulkheads, each module will be tested again.  We also plan to test a larger fraction of each barrel for several days before being shipment to DØ.

8. Power Supplies and distribution system – Several improvements to the distribution infrastructure system are planned for the Run IIb system.  Many of these improvements will be tried during Run IIa in preparation for Run IIb.

9. Cable connection and commissioning during installation  - The Run IIa experience in cable hookup has led to changes for Run IIb.  These changes include having fewer connections to be made during commissioning as well as providing easier access for each of the connections.  Each module will be tested using the full data acquisition chain after its cables have been connected in the hall.  After each barrel is connected, the full barrel will be read out together.  The time for these tests is accounted for in the 10 week commissioning time in the detector hall before the detector is closed up.  The amount of time needed for this operation was determined to be the same as that needed for the Run IIa equivalent process.

Management Considerations

Comments

· Acquisition Execution Plan: Draft appears to be in a good shape.

· Contingency Analysis: The overall guidance either should be followed with a very few exceptions or should be eliminated if a large fraction of tasks being treated as exceptions.

· Schedule Float: A couple of tasks were identified as possibly having a “built-in & hidden” schedule float. 

· Common Project: Given the technical difficulties and extremely tight schedule for both Silicon projects, and their importance to the Run IIb physics program, the collaborating effort should continue to be encouraged and pursued, especially in the areas of resource planning.

· Project management tools: For the CDF and DØ upgrades to be successful, the schedule must be carefully monitored by management with the ability to respond to problems quickly while they are small and do not erode the master schedule.  
· Management Structure: This magnitude of project will require a sizable team of project management office in order to keep up with the tracking and reporting of the aggressive schedule. 

· Project Documentation: There are existing PEP & PMP and multi-year MOU & annual SOW document templates from CMS Project and NuMI/MINOS Project. DØ management should take a look at these existing and working document and see what can be adopted in order to simplify and make more functional.

· Risk Analysis: There are a few other areas with technical, cost or schedule uncertainties which might benefit by conducting a similar risk analysis.

Recommendations

· Acquisition Execution Plan: Finalize the draft before the DOE baseline review.

· Contingency Analysis: Describe the overall guidance in a consistent way with the methodology used by the subprojects.

· Schedule Float: Remove the “built-in & hidden” schedule floats.  Show them explicitly, similar to showing overall contingency for the project cost.

· Common Project: Projects together with the PPD management and directorate should give a careful evaluation of the laboratory resource availability for silicon detector construction.

· Project management tools: The committee strongly urges that the CDF and DØ groups begin to status their resource-loaded schedules and use the measured progress and management tools to understand where future problems and risks might arise.
· The Fermilab directorate should manage these upgrades in an active, aggressive manner.  This would include monthly reports with presentations showing milestone status, resources expended and progress achieved.

· Management Structure: The organization should to be strengthened in the following areas 

· The project and the collaboration should work with the laboratory management in order to clearly define the project management structure, especially related to Fermilab management.

· The Project Manager should be a full time position without any other responsibilities.

· Project office needs to be established with an adequate staffing as soon as possible.

· A dedicated person should be named to coordinate overall installation activities.

· Project Documentation: Take a look at examples of PEP (PMP) and MOU, SOW from existing construction projects at Fermilab and try to simplify these documents. The content should be clear, brief, and get to the point on exactly what you are going to do. The project should produce the final draft of PEP by May 15.

· Risk Analysis: Conduct project wide risk analysis for the areas which have technical, cost or schedule uncertainties.

Responses

We thank the committee for their comments and recommendations on Run IIb management considerations.  We generally concur with the committee’s recommendations and give brief responses to the issues raised.

We are pleased that the committee feels the Acquisition Execution Plan is in good shape and expect to submit it to DOE for approval in mid-June.  We have recently completed a final draft that has been distributed by the DoE Area Office.

We intend to integrate the committee’s recommendation to further examine both the contingency guidelines and our adherence to the guidelines.  We further agree that a coherent methodology should be adopted by all sub-projects, and are in the process of developing this. 

As mentioned above, we are in the process of following the committee’s recommendation to remove hidden float in the schedule and explicitly identify float as needed.  

We concur with the committee that resource planning is vital and look forward to working with PPD and CDF in evaluating the required SiDet resources and coordinating the usage of these resources.

As mentioned above, we recently began statusing our schedule, are currently working to implement earned value reporting, and are looking for ways to further improve our ability to monitor the schedule.

We concur with the committees recommendations to strengthen the management structure, and are in the process of clarifying the project management structure, have addressed the need for a full-time Project Manager (as described above), considering ways that the project office might be strengthened, and identifying a dedicated person to coordinate installation activities.  We have also requested that the Laboratory assign a full-time expediter for our Run IIb purchases. 

We are in the process of developing the Project Execution Plan and Project Management Plan.  We have had discussions with NuMI/MINOS and CMS about their project management experience, and have copies of a variety of project management documents they have developed.  We have found these discussions to be quite helpful and plan to take advantage of their experience where appropriate.  We will not meet the committee’s goal of having a final PEP draft by May 15, but expect to increase our focus on this document once the AEP is submitted and hopefully complete the PEP shortly thereafter.

We accept the committee’s recommendation to continue refining our risk analysis efforts and conduct a project wide risk analysis.  We have met with CDF to come up with a common approach to setting up the schedule and cost estimates in general.  Among the topics discussed was the technique used for risk analysis, which has been settled on by both experiments and is in the process of being implemented. 
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