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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

The electrical prototype, consisting of a mechanically accurate support structure and 10 modules, was successfully read out through the 1% test stand during May. The SVX4 string readout at DZero is still being debugged, although there is progress here.  Structure rotating and holding fixturing and fixturing to mount modules on the L0 support structure were tested using a mechanically accurate prototype. One module was mounted on the structure in May and work began on mounting modules on the final L0 support structure. Installation procedures and tooling were reviewed by the University of Washington and Fermilab. The first half of the “long” installation tool (which will be built in two halves) was completed. Preliminary designs for a L0 transport enclosure were discussed. The detector cooling interlock system was designed and built and the expanded Adapter Card mounting panels were completed and installed. Documentation to successfully pass an ORC review was begun.
All of the major hardware production for the full trigger upgrade is now complete and in various stages of testing. The L1 Calorimeter trigger boards are undergoing full system tests, using real data from the detector. The flow of data is detector->BLS->ADF->TAB->L2/L3/GAB->L2/L3. So far real calorimeter signals have been sent and received in the ADF boards. Test data loaded into the TABs were successfully written to tape through the L3 and successfully unpacked offline. Long term transmission of pseudorandom data between the ADF and the TAB was also successfully completed. Some issues in the bit error rates between the TAB and L2/L3 have been found and are being tracked down. In addition, the GAB must also be integrated into the setup. Firmware for the GAB is being developed, but a choice was made, based on offline data, of the final EM object algorithm. The only remaining production, which is a totally passive patch panel system to interface the L1 Calorimeter trigger to the existing detector signal cables has been designed, and the first run of transition cards is out for production. Problems with Calorimeter Track-Match MTCM were solved and the board was installed in the experiment and successfully read out to L3. We continue to bench test and rework the remaining boards.   
All DFEA2 boards for the L1CTT have been received and bench tested. 50 (40 are needed and 10 spares) were sent to Fermilab and are being tested with the rest of the system. Two production DFEA2 boards are now installed on the platform and are running with the singlet firmware needed for runIIb. A test bench for testing DFEA2 boards with the custom DSAT designed by BU to test the boards has been set up at Fermilab.  

All of the boards have been ordered for the L2 Beta upgrade, and the implementation and studies of the L2 b-tagging algorithm is nearly complete and a D0 note is in preparation. In addition, work continues on L2 vertexing studies using offline data.  The L2 STT is progressing, and all Buffer Controllers have been tested and modified. All hardware for the STT is in hand and testing continues on the Silicon Track Cards at Boston University. 
The L1 Calorimeter simulation work is nearly complete, the L1CTT simulation is being worked on and the L1 Calorimeter Track Match simulation is in an advanced state. The aim is for the simulator to store the data as objects in an offline data chunk, in the same way they will be stored online, and to be able to test the unpacker in reading these chunks.
A purchase order for 128 L3 nodes was awarded in late May with delivery in late June. The Level 3 filtering code was successfully tested on a similar node borrowed from the Computing Division, so no surprises are expected. Meanwhile the requisition for the network switch modules, needed to incorporate the new L3 nodes in the system, moved slowly through the system, however of this writing (end of June, 2005) the modules have been delivered. Additional networking equipment is needed to expand the networking capacity for the online servers, and that requisition is in purchasing. An additional unix server will be purchased for the DAQ event data-logging chain, and this remains the only outstanding purchase for the baseline RunIIb online upgrade. All online SBC processors have been purchased and are being installed. The Director’s Milestone date for the online system was achieved in May.
The AFEII project has been approved and is making progress. Testing of the AFEII prototype boards is complete and all input for the AFEIIt prototype schematic is now in hand.  The board is in layout now. The TripT was reviewed by the IIb project and is ready to go into submission. Preparations for testing the chips when they come back are in progress. A few chips will be tested in detail on the bench and all the chips will have a qualification test using the robot.
III. Project Milestone Summary (as of 31 May 2005)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan.  Open diamonds on the same line are the Project’s forecast dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The Trigger, Online, Layer 0 Silicon, and AFE milestones are shown separately and sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists approved DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section X of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (5/05)
	Last Month's Forecast (4/05)
	This Month's Forecast (5/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	07/19/05
	08/03/05
	(52)
	11 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	07/06/05
	07/13/05
	(113)
	5 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	04/29/05
	04/29/05
	(167)
	0 
	Complete

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	08/30/05
	07/29/05
	(107)
	(22)
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	08/30/05
	07/29/05
	(169)
	(22)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0 
	Complete

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/25/05
	01/25/05
	(150)
	0 
	Complete

	All Adapter Cards Delivered and Tested
	10/17/05
	05/20/05
	05/20/05
	(98)
	0 
	Complete

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	Complete

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/16/05
	09/16/05
	(168)
	0 
	 

	WBS 1.7 AFEIIt
	 
	 
	 
	 
	 
	 

	AFEII Boards Complete
	09/29/06
	08/17/06
	08/17/06
	(29)
	0 
	 

	
	
	
	
	
	status date:
	5/31/2005


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month forecast.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

In May, the final cost and contingency estimates were reviewed by DOE and a Baseline Change Proposal was generated, allowing the project’s excess contingency to be redirected.

The Project Execution Plan was updated to include the AFEII management structure and schedule milestone. 

The project has begun thinking about “Project Reviews” that would signify that a subproject is complete and meets all technical specifications. We will be defining this process during June.

V. Procurement Highlights – V. O’Dell

A Purchase Order has been cut for the RunIIb L3 nodes (~$120k). All of the large procurements are now over (barring anything unforeseen) for the IIb project except for the AFEII-t part of the project. Here the TripT requisition is being set up and represents about a $200k cost to the project. The next large purchase will be for the production order of parts and boards for the AFEIIt. The parts are scheduled to be ordered in October ’05 (~$300k), the boards in December ’05 (~60k) and the boards will be stuffed early February ’06 (~$100k).
VI. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

As of the end of May, all of the major hardware production for the trigger upgrade is complete.  In particular, the production of the DFEA2 boards for the L1CTT was completed ahead of schedule, and the first round of bench tests gave an excellent yield with plenty of good boards for the new system including spares.

The completion of the active board production substantially reduces the risks in the project, as this step is normally one out of direct control of the project.  With all the active boards in the trigger upgrade in hand, there can be increased confidence in the timely and successful conclusion of this project.

Most of the focus on the trigger upgrade is now on system tests, and almost all activity is now based at the DZero site.  A few exceptions of pending procurement and off-site bench testing are noted in the subsystem reports which follow.
1. Level 1 Calorimeter Trigger (WBS 1.2.1) – M. Abolins, H. Evans

During May, work on the Run IIb L1Cal project shifted mainly to Fermilab.  At MSU, full-crate tests of the ADF v2 boards were completed while at Nevis work continued on implementing the new EM algorithm in firmware and on the GAB firmware as well.

At Fermilab, design of the BLS-to-ADF transition system was essentially completed with a review of the ADF Transition card layout on May 19.  Based on this review several minor modifications to the layout were made and a requisition for a first run of 25 of these boards is now out.  Requisitions have also been submitted for 25 Patch Panel cards and their mechanical mounting structures.  Finally, the 10 prototype Pleated Foil cables that arrived last month were successfully tested in May.  The remaining 180 cables have now been ordered from the supplier.

Several important integration tasks were accomplished in the Test Area during the month of May.  First, real calorimeter signals (via splitters) were received at the ADF’s and a collection of over-sampled waveforms for these signals was written for offline study.  Second, test data from the TAB’s was successfully written to tape as part of a D0 run and was retrieved using a prototype of the L1Cal data unpacker.  And third, long-term transmission of pseudo-random data from an ADF to a TAB was achieved.  No errors were observed during runs of several hours leading to a limit on the bit error rate for this transfer at the level of 6e-13.

In the area of online software, planning started for the integration of existing ADF and TAB/GAB configuration and test code into a coherent system.  A flexible structure for this code has been proposed which uses a library of executable functions and tests written in c (and based on the existing code for the two sub-systems).  These functions can then be called by a variety of D0-DAQ and L1Cal-specific GUI applications to drive the system.

Finally, studies of simulated events and real Run IIa data allowed the choice of a final EM algorithm which is implementable in firmware and which has a minimal set of pathologies.  The algorithm variant chosen has the same performance (in terms of efficiency vs. rate) for signals with isolated, high Pt electrons and improves upon the performance of the previous algorithm for events with two electrons that are close together.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

We successfully tested a production MTCM at D0, reading out in synch to L3.  We traced the previous problem to poor dynamic range of the clock extractor and made a fix to the board.  Two (of six) MTCM's have been bench tested.

Four (of fourteen) MTCxx's have been bench tested.  A problem with one clock line was identified and fixed.  Two minor problems associated with writing to flash memory and VME writing to dual port memories were also found.  We are working on fixes but these problems do not affect board function during data-taking.

All splitter cards are now assembled.

A plan and materials were assembled to produce the remaining cables needed for the l1caltrack system (mainly backplane cables for the l1ctt system).
3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

DFEA2 - All 60 DFEA2 Boards were assembled and received back from the vendor in stages, with the last boards arriving on 5/13/05.  PCB’s were sent for assembly on 4/23/05.  By 5/18/05, all 60 boards were checked by Shouxaing Wu.  All 60 boards were powered up OK.  Detailed checks of all of the 60 boards were performed using the DSAT and 57 working boards were found.  3 have various link problems.  Fifty working boards were shipped to FNAL by 5/22/05.
Platform Tests – On the platform the two prototype DFEA2 boards are running with newer singlet firmware and now the DFEA2 and DFEA L1 data does not agree.  This is to be expected, since the old DFEA's can only run doublet equations.
Test Crate – Power supplies have been assembled to support two full crates (each comprising 20 boards).  They are in the beginning stages of Fermilab testing.

DSAT Testing at Fermilab – A Fermilab PC and a test bench has been provided for DSAT testing.  We are in the process of configuring it.  Physicist support and, to a lesser degree, software remain a bottleneck.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
In Level 2 trigger algorithm development, work continues on L2 vertexing studies.  The studies now employ high and low luminosity data samples with good STT quantities (as opposed to Monte Carlo simulated data).  In addition, the conversion of the L2 b-tagging algorithm into a software tool for the online trigger system is nearly complete.  A D0Note on the algorithm has been drafted and is close to final form.

The final order to procure the single board computers (SBCs) was prepared in May.  Adlink boards will be used in Run2b system.  The quote was received for purchase of 9 SBCs as approved in April Production Readiness Review.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
The 33 remaining Buffer Controllers (BCs) arrived at Nevis on May 25th and were modified to correct the layout problem.  As it now stands, all hardware for the STT upgrade is in hand.  Testing continues on the Silicon Track Cards (STCs) at Boston University.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

Work on the L1Cal simulator is approaching completion.  In addition to the TAB algorithms (jet, electron, tau), the simulator now outputs GAB algorithms, i.e. global sums, and has a placeholder for future trigger terms.  It produces the objects needed by L2 and L1Caltrack, and sends the TAB and GAB outputs to L3.  The objects are also stored in the Raw Data Chunk, and can be used to verify the offline data unpackers.  The simulator runs as a framework dataflow packages and the code is released in the CVS repository.

Work on the L1CTT simulator is also continuing.  A first version of the code has been made available in CVS, and work is ongoing on the L1CTT IIb equation parsing.

Work on the L1Caltrack simulator is progressing.  The authors have completed a first working version of the software necessary to analyze its output, and are working on a first version of the

electron and tau algorithms.  The L1Caltrack simulator outputs correctly to L1, L2 , and L3; all data packers/unpackers have been written.

Work continues on the auxiliary trigger tools, with the insertion of L1Cal IIb objects in the Common Analysis Format root-tuples.  This insertion allows us to study trigger efficiencies with offline analysis selections, and it is therefore instrumental for trigger list studies.
VII. DAQ/Online Highlights (WBS 1.3) – S. Fuess
In this period the single Director’s Milestone within the DAQ/Online area was completed.  This milestone is based upon completion of the essential elements in each of the sub-project areas: Level 3 systems, Storage systems, Network and Host systems, and Control systems.  The final component of the milestone – the awarding of the purchase contract for the Level 3 processor farm expansion, was accomplished on 5/23/05 – well in advance of the baseline milestone date of 10/7/05.  At this point the RunIIb DAQ/Online system is functional with new elements in each area; further work is only to commission additional rate-enhancing or storage-enhancing elements.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

A purchase order for 128 Level 3 nodes was awarded in late May with delivery in late June.  A similar node borrowed from the Computing Division was previously successfully tested in Level 3.
Requisitions for two additional 48-port network switch modules were submitted in March, and slowly moved through the approval process [the items were delivered on 6/20/05].  The Fermilab Computing Division Network Group is managing the purchase of these components.

Network trunk cables for the new L3 nodes have been acquired from Computing Division surplus and await installation.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Online/DAQ Network: 1.3.2.1
A requisition, managed by the Computing Division Network Group, for a new Supervisor module and a 48-port Gigabit module was submitted and remained in the approval process [it was approved 6/6/05, but an order has not yet been placed].  This upgrade expands the gigabit networking capacity for the core servers.
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

The upgrade of the interactive control room and the event monitoring systems is a DØ operations task, and is part of the operations budget.  The evaluation of appropriate systems naturally follows the investigation of potential Level 3 and host server systems; we expect to add ~8 new nodes, or ~15% of the current control and monitoring systems, during late Summer 2005.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8

The complete RunIIb plan calls for an augmentation of the minimal central system configuration now in operation.  Six servers are being added to the four operational clusters (DAQ, Database, File Server, and Online functions).  The new servers will provide the computing capacity needed for the duration of RunIIb, plus give much-needed configuration flexibility.  These six systems and peripherals were commissioned in May and are being deployed.

The RunIIb plan calls for a single additional quad-processor system to be purchased as a principal node in the DAQ event data-logging chain.  We continue to evaluate the performance of the six systems noted above to determine whether a dual-processor system is adequate.  Preliminary results indicate that the dual-processor systems are adequate for the data-logging function.  This remains as the only outstanding purchase to be made for the Online/DAQ portion of the RunIIb upgrade.

We are completing the disk storage acquisitions.  A JBOD array for event data buffers was delivered in early May and is in operation; the requisition for an additional RAID array was approved in May [an order was placed in June with an early July delivery date].

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

The MVME5500 processor purchase for the control system upgrade is complete.  A few remaining adaptor board components for those processors that are used in the muon system were received in May.  We are in the process of installing the new processors.  There are no outstanding issues.

VIII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton

1. Readout (WBS 1.6.2) – R. Sidwell, K. Hanagaki
The ten modules on the electrical prototype structure were simultaneously read out through the 1% test stand.  No problems were found in downloading the configuration parameters for SVX4 chips.  The readout failure rate was found to be smaller than 0.1\%.  The proper response to injected charge was observed.  Higher noise is observed in one module where the bypass capacitor for bias turned out to be poorly connected.  This problem was fixed by adding conductive epoxy for a better electrical connection.  We decided to measure this capacitance for all the modules which will be installed.  Debugging the readout problem at crate 79 in DAB is still in progress.
2. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

Support structures were prepared for mounting of sensor-hybrid modules.  Final methods were developed for attaching RTD’s and associated cables for temperature measurements, for attaching spacers to position hybrids, and for clamping digital cables to the support structure.  Structure rotating and holding fixturing and fixturing to mount modules were tested on support structure 0 and one module was mounted on that structure May 19.  In the course of that work, methods were tested for installing the Z = 0 module-installation support, for establishing a coordinate system based upon support structure reference features, for relating CMM camera and touch-probe measurements, for aligning the end rings which position the structure on the desired rotation axis, and for incorporating the Heidenhain shaft encoder in the alignment process.  A final selection of epoxies was made and epoxy application procedures were tested.

Final titanium studs were installed in support structure 2 (the one to be used for L0).  End connecting rings were aligned in preparation for installing structure 2 on the rotating fixture used during module mounting.

Tooling and procedures for installing L0 at D0 were reviewed during a meeting among personnel from the University of Washington and Fermilab on May 24.  Finite element analyses continue to show that tool and L0 deflections during the installation process should be a small fraction of those required.  The first half of the “long” installation tool was completed by the University of Washington.  We concluded that the full-length tool would be made in two disconnectible longitudinal sections, which simplifies operations at D0 during the installation process.  Preliminary designs for a L0 transport enclosure were shown and discussed, as were designs of the other installation tools and fixtures and the rings to connect between L0 and the existing Run IIa silicon support structure.

3. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby
The detector cooling interlock system has been design and built. This system interfaces with the coolant chiller/pump system and the LV/HV system. In the event of a coolant drip, flow, pressure, or humidity trip, the chiller and pump will be deactivated. In the event of any of the above-mentioned trip conditions or a carbon fiber structure temperature trip, the HV and LV systems will become deactivated.

The expanded Adapter Card mounting panels are built and installed. The RTD cable adapter cards are being designed. These cards interface 32 AWG wire from the detector to 24 AWG wire required by the temperature monitoring system. 

Documentation to successfully pass an ORC review is being generated.

IX. Analog Front End Highlights (WBS 1.7) – A. Bross
Testing of the AFE II prototype boards is complete.  This included a full test suite where all channels were evaluated.  No new design issues have been identified, so all input for the AFE IIt prototype schematic is now in hand.  Additional testing of the MOSIS TriPt chips was also done.  The design and simulation work for the TriPt engineering submission is complete and we have completed our production readiness review.  The TriPt part of the submission is ready to go.  There are a few details regarding the FPIX chip that need to be finalized before the submission.  We are setting up for long term (a multi-week) test of temperature control of the AFE II prototype board using the 2-cassette MICE system.
1. TripT (WBS 1.7.4) – L. Bellantoni
At the Director’s review in April, it was evident that a few more measurements of the first few prototype chips were called for.  These have been done, and did not reveal any problems.  An augmented version of a D0 note exists, containing all the test results, as well as a set of design goals for the chip, as per the recommendation of the committee.  The other recommendations of the committee also have been carried out.  The note will be released pending final review by Abder Mekkaoui, the chip designer.  

We had a readiness review and concluded that the chip was ready for submission. The submission has not yet occurred, due mostly to delays with the FPIX part of the submission.

Work has started on the issues of large-sample testing.  We plan a two-pronged approach: detailed testing of O[10] chips on a bench, and qualification testing for the full sample using the 14th floor robot.  Test boards for both are in or ready for layout.
2. AFEII-t board (WBS 1.7.5) – P. Rubinov

Testing of AFEII prototypes is complete. We are now entering the second round of debugging and fixing.  More modifications have been identified on the AFEII (this does not affect AFEII-t, but is being fixed to better understand possible yield issues).  So far, 6 boards have been modified and retested with 4 more still needing modification.  Of the 6 boards, one bad channel has been identified (3071 out of 3072 channels are ok).  Backing bars have been mounted on the good boards and boards have been moved to D0 for cryostat testing. The status of AFEII protoboards may be checked at:
\\d0server6\projects\triggerelectronics\cae\Run_IIb_AFE\Board Testing\Board Status

All design issues have been resolved.  Schematics are about 80% done, but because reusable blocks have been finished and are in layout, this is no longer on the critical path.  The critical path is now layout.  Overtime has been approved for a tech to accelerate layout.  Currently, a draft version of reusable block is finished.  The next step is to integrate the block with the board as a whole.  Once this is complete, the layout will be about 50% complete.  We have started the purchase requisition for long lead-time parts.
3. Code Development (WBS 1.7.6) 

No activity in this area occurred during May.

X. Schedule Variance Analysis (as of 31 May 2005)
Schedule variances are reported against director’s milestones in section III.  Twelve milestones have been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)
The L1CTT gained 22 days in the last month due to the high quality of boards. All DFEA2 hardware is now in hand, benchtested and sent to Fermilab. 
The L1 Calorimeter Track-Match trigger lost 5 days in the last month. This is due to problems debugging the production MTCM, which have now been fixed. 
The L2STT lost 11 days in the last month. In May, all hardware for the L2STT upgrade has been finished and is in the process of being benchtested. Note that the L2STT is not a critical path item for the L2 trigger upgrade. 
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject. 
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
There is no unfavorable schedule variance for this subproject. 
4. D-Zero Run IIb AFEII Upgrade (WBS 1.7)
This subproject is newly baselined and thus there is no schedule variance.
XI. Department of Energy Milestones (as of 31 May 2005)
One DOE milestone was predicted and achieved during the month of May.  Table 2 (below) shows the status of all DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (5/05)
	Last Month's Forecast (4/05)
	This Month's Forecast (5/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	08/30/05
	07/29/05
	(169)
	(22)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0
	Complete 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/16/05
	09/16/05
	(168)
	0 
	 

	WBS 1.7 AFEIIt
	
	
	
	
	
	

	AFEII Boards Complete
	09/29/06
	08/17/06
	08/17/06
	(29)
	0
	

	
	
	
	
	
	status date:
	5/31/2005


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XII. Cost Performance Report (as of 31 May 2005)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
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XIII. Obligation Reports (as of 31 May 2005)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb Silicon and related closeout costs. The second report shows all obligations.
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