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Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 28
March 2005
I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Module production reached about 75% in March. 64 modules are planned to be produced, 8 each of 8 different types. Only 6 of each type is needed for the detector and the remaining 2 are spares. Additional modules will be built for types of low yield. So far the overall yield has been very good – about 90% of modules pass specifications and 80% have one or fewer bad channels. 
Fixturing to install the modules onto the support structure is well underway. The second support structure measurements and tests were finished and the structure was found acceptable mechanically and in terms of the thermal and coolant flow. Therefore the 2nd structure was selected to be the final detector support structure because of defects in the gold plating of the ground mesh of the 1st structure. 
Full system readout tests are being done at Lab C with the electrical test structure (the prototype support structure + 10 modules).Tests of pedestal stability including injecting noise into the support structure is ongoing and readout tests with the full electronics string have begun. The SVX4 string readout at the DZero experiment was upgraded with new firmware in order to be able to readout the L0 electronics during normal data taking. 
The L1 Calorimeter Trigger ADF board production completed in March and about 50% of the boards have been tested with no problems. Firmware for the TAB and GAB boards is being written and will be tested in April. Serious (engineering) discussions on the BLS->ADF->TAB interface system began are more studies are being planned. The design for this system should complete next month. Work on the sidewalk test area has ramped up and all of the pieces needed for a vertical slice test were assembled. The Calorimeter Track-Match production MTCM crate manager was tested at DZero and problems uncovered during the test are being debugged. Bench testing of the production UFB and MTCxx began. 
Two DFEA2 boards of the L1CTT upgrade were tested on the platform and when fed the same data gave the same results as the RunIIa boards. More crates and backplanes are being assembled now and the PCB order for the DFEA2 boards have been placed with the vendor. DSAT/DFEA2 tester software was developed and used for extensive DFEA2 testing. This software will be adapted for use in the FNAL test stand.

Algorithm development for a b-tagging algorithm at level 2 progressed and the algorithm appears to meet both physics and timing requirements. A DZero note is being written. Meanwhile a prototype L2 Beta upgrade board was tested in the DZero L2 test stand and no problems were uncovered. The L2 STT buffer controller boards are still in progress. The completed boards should be shipped from the vendor in April.

The L1 Calorimeter simulation is now interfaced properly to the L1 Cal-Track Match and most of the interface to the L2 also exists. A first working version of the L1CTT simulator is ready to test with Run2b equations. Work is continuing to develop a “strawman” 2b trigger list using the trigger rate tool.

Work on the online upgrade is proceeding smoothly. Infrastructure for the new 96 L3 nodes was completed this month and the purchase itself (a competitive bid) is going smoothly. Machines to augment the minimal system now in operation are now being ordered and should arrive in April. The remaining powerPC’s for the control systems have been ordered and should also arrive in April.

III. Project Milestone Summary (as of 31 March 2005)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists approved DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (3/05)
	Last Month's Forecast (2/05)
	This Month's Forecast (3/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	06/21/05
	06/21/05
	(82)
	0 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	06/01/05
	06/01/05
	(142)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	07/15/05
	05/04/05
	(164)
	(50)
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	08/08/05
	08/08/05
	(98)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/08/05
	08/08/05
	(98)
	0 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	09/08/05
	09/08/05
	(79)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	09/08/05
	09/08/05
	(141)
	0 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(96)
	0 
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/25/05
	01/25/05
	(150)
	0 
	Complete

	All Adapter Cards Delivered and Tested
	10/17/05
	03/18/05
	05/27/05
	(98)
	50 
	 

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/09/05
	09/09/05
	(173)
	0 
	 

	
	
	
	
	
	status date:
	3/31/2005


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

The AFEII Director’s review has been scheduled for April 13-14. Change requests for the online systems (which is a net decrease in cost and no schedule impact) and silicon layer 0 to include the installation fixturing work are being generated. We will also start working on a change request for the trigger system to include the BLS transition system and related integration work. We were strongly encouraged to make these changes by the review committee at the February director’s review.
V. Procurement Highlights – V. O’Dell

An MOU to the University of Washington is being worked on for work on the Layer 0 installation tooling. This should start working its way through the system in late April.
The requisition for the 96-node L3 processing form upgrade was approved in March and an RFP generated. This will go out to the 5 approved compute node vendors in early April. 
VI. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

Of special note this month is the progress on the Level 1 Calorimeter, the largest subproject of the Trigger upgrade.  Production of the ADF board was complete in March, and this is the largest and final major board production for L1cal.  At the same time, the integration test area at DZero has become an increasing hub of activity with more people involved and more extensive tests of the system.

1. Level 1 Calorimeter Trigger (WBS 1.2.1) – M. Abolins, H. Evans

The full complement of final ADF v2 boards arrived at MSU during March.  These boards are now under test.  Approximately 50% of the boards have been tested at some level including all flavors.  No problems have been found so far and testing is expected to continue through the month of April.

Studies of the new EM algorithm as implemented in firmware continue at Nevis. Implementation improvements are being made to reduce the number of pathologies produced by the algorithm.  Firmware was written for creation of trigger terms in the GAB and will be tested in April.

At Fermilab, a mini engineering review was held on March 25 to discuss the design of an extended paddle card that will allow easy access to cables at the back of the ADF cards.  The main issue is impedance matching of the traces on the board carrying ADF-to-TAB signals.  Several suggestions for further study were made that will be followed up in the next few weeks.  Assuming that these studies produce positive results, board layout could begin in mid-April.

Finally, work in the Test Area at Fermilab continued on several fronts.  Data transfer between the TABs and GAB was re-established and work progressed on ADF-to-TAB data transfers.  Finally, a "VRB crate" was set up to receive L3 data from the TABs and its operation was established.  We will begin testing L3 data transfer in April.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

A production MTCM crate manager was tested at D0.  L1 triggers were sent to the Trigger Framework.  Efforts to send L2 and L3 messages were unsuccessful and debugging continues.  L2 and L3 messages were successfully sent as part of bench testing.

All produced UFB flavor boards now pass JTAG testing.  JTAG testing of the MTCxx trigger cards is still in progress.  Bench testing of the production UFB and MTCxx cards was started.
3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

DFEA2 - PCB orders were placed with the vendor.  DSAT firmware was finalized.  An extensive DFEA2/DSAT test software was developed in the beginning of March.  This software generates and sends the fiber data and SCL information over links synchronously and reads the output buffer and the muon links.  The results of the output buffer and muon links are compared to that expected from a simulation (written in C).  This simulation reads in the VHDL fiber and link maps as well as the equations provided by Graham Wilson.  The list of test signals on DFEA2 board has been expanded to facilitate testing.  Extensive testing of the DFEA2 was performed by sending 15 million randomly generated test vectors.  Some bugs in DFEA VHDL source code were found and have been fixed.
In-situ testing Status – Two DFEA2 boards are on the platform.  Oana Boeriu wrote a program that could easily check output bits between DFEA and DFEA2 for each event, thereby conclusively establishing the new electronics works as the old.  In addition, a download guide was written and commissioned.  Crates and backplanes are being assembled now.
EPICS Interface/Download Software – Geoff Savage and Jamieson Olsen are continuing to work on the EPICS interface for the new hardware, and also fixed some of the bugs in the power supply interface.  Jamieson has a DFEA2 download software prototype written.  Testing will take up the first weeks of April.

Test Stand – Work has started to understand the software and test procedures needed for testing of the production boards at FNAL.  Norik Khalatyan will be taking the test code developed by Shouxiang Wu for DSAT/DFEA2 testing and adapt it to FNAL test stand.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
Algorithm development - Work progressed on b-tagging studies at L2.  A completed algorithm was presented at the L2 meeting.  This algorithm appears to meet both physics and timing requirements.  Some tuning remains to adjust luminosity-dependent parameters and a few technical issues about how to integrate this tool with future trigger lists are under discussion.  A D0note covering the physics studies and technical details is also being drafted.
Prototype testing - The first of the fast Betas was installed in the D0 L2 Test stand and configured to run the L2 tracking processor (L2CTT) code.  This board is shadowing the online L2CTT and processing all events passing through the DAQ with no observed problems.
At UVA, the hard drive adapter was remanufactured to allow easier assembly and a second beta motherboard was modified to assemble a new board in April.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
The production of the Buffer Controllers is still in progress.  The assembler has all parts and should be shipping completed boards in April.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

The L1Cal simulator is interfaced to the L1CalTrack simulator, where work has now shifted to optimizing the CalTrack algorithms for electrons and taus.  The L1Cal simulator is also writing the output of the TAB card in the correct format to be read by L2.  Work is ongoing in running, within the L1Cal simulator, multiple algorithms, and in writing the output of the GAB card for L2.

A first working version of the L1CTT simulator, with Run IIa equations, has been readied for further testing.  Run IIb equations handling is also underway (sample IIb equations are available).

Trigger studies with the Trigger Rate Tool have progressed.  We have candidate terms for a multijet trigger and a muon+jet trigger, to be studied further.  Additional work on the Trigger Rate Tool is ongoing in an effort to combine trigger objects and offline objects for fast trigger studies, aimed at the design of a strawman Run IIb trigger list.
VII. DAQ/Online Highlights (WBS 1.3) – S. Fuess
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

The requisition for the 96-node upgrade of the Level 3 processing farm was approved at all levels on 21-Mar-2005, and the purchasing process subsequently initiated.  A Request for Pricing (RFP) was in the process of being completed by the end of March, and was subsequently distributed to five vendors in early April.  We have no reason to not expect delivery of nodes well in advance of the September schedule date.

Requisitions for two additional 48-port network switch modules were also submitted in March.  The Fermilab Computing Division Network Group is managing the purchase of these components.

Infrastructure improvements to the D0 Assembly Building 2nd floor area that will house the Level 3 farm nodes were also completed in March.  An electrical upgrade was completed on 28-Mar-2005 and an air conditioning upgrade was completed on 10-Mar-2005.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Online/DAQ Network: 1.3.2.1
During March a change order (with a net decrease in expenses) was processed to reallocate funds within WBS 1.3.2, specifically to upgrade the Online Cisco 6509 switch.  A requisition, managed by the Computing Division Network Group, for a new Supervisor module and a 48-port Gigabit module has been submitted.
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

There were no scheduled tasks in this area during March.  Considerable operational experience with the new systems is being obtained with the current system.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8

The complete RunIIb plan calls for an augmentation of the minimal central system configuration now in operation.  Six servers are being added to the four operational clusters (DAQ, Database, File Server, and Online functions).  The new servers will provide the computing capacity needed for the duration of RunIIb, plus give a much-needed configuration flexibility.  Purchase orders for these systems and peripherals were created in March.  The Fibre Channel Host Bus Adapters for the systems have been delivered; the servers are expected in late April.  Racks, power distribution units, and other peripherals are in hand.

The RunIIb plan calls for a single additional quad-processor system to be purchased as a principal node in the DAQ event data-logging chain.  We plan to evaluate the performance of the six systems noted above to determine whether a dual-processor system is adequate.  The result will dictate the final DAQ server purchase.

We have neared completion of the investigation of options for completing the disk storage requirements.  We have quotes for a variety of system configurations and vendors, and are studying the characteristics of each system.  We expect to make storage purchases in April, 2005.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

The final purchases of Motorola PowerPC mv5500 processors for the Control System upgrade were initiated in March.  Approximately 50% of the new nodes were in hand at the beginning of February.  The purchase of the remaining nodes is in progress and they will be delivered in April.

VIII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton

Module production reached about 75% of the 64 planned modules.  This number includes two spares of each type.  Additional modules will be built for types which have lower yield.  The overall yield has been good, with ~90% passing specifications and ~80% with zero or 1 bad channel.
1. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell
All production hybrids have been received, encapsulated, and burned in at Fermilab.  The full system test has been transferred to Lab C and is being used to read out the electrical test structure.  Tests of pedestal stability, including the introduction of spurious noise into the support structure are ongoing.  Readout test with the final electronics string and final adapter cards have begun.  Problems with noise-induced readout errors were observed and a solution found.  The final digital jumper cables were received.  Some problems were observed in the short cables and these are being reordered.  RTD cables were produced and RTD’s are being installed and tested at Rice.  SVX4 string readout has restarted at D0, with new firmware installed which allows for readout during normal data taking.
2. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

Analysis of CMM measurements of the second support structure shows that the structure is mechanically sound and has a stiffness comparable to that of the first structure.  The overall geometric accuracy of both structures is acceptable, but, by chance, the deviation from straightness of the first structure would almost exactly compensate for the gravitational deflection of the structure.  From geometric and mechanical viewpoints, either structure could be used.  Loss of gold plating of ground mesh circuits of the first structure gives a clear preference for the second support structure.  Thermal and coolant flow measurements showed somewhat better flow uniformity in the first structure.  Potential causes for small deviations from uniformity in the second structure are under investigation.

Fabrication of all fixturing to hold the support structure during module installation was begun.  High precision end wheels to allow and control rotation will be made at U. Washington shops and are expected in early April.  Sensor–hybrid module installation fixtures are done and are being inspected and tried.  Desired hybrid spacer dimensions were determined and spacers were ordered.

Procedures and tooling to install L0 at D0 had been discussed in a joint Fermilab and University of Washington (UW) meeting.  Two approaches for fabricating the main Layer 0 installation tool were developed.  Both approaches will be pursued, one at UW and the other at Fermilab, in order to ensure a sufficiently accurate tool will be available at the earliest possible time.

A significantly increased level of engineering support became available for Layer 0.  A tentative matching of task assignments and technical personnel was developed in order to ensure the new personnel will be used effectively.  The increased level of technical support should be significant in ensuring that Layer 0 will be completed on schedule.

3. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby

A dedicated computer is being prepared to operate the HV and LV power supplies at the test stand.  The HV system will use an Excel spreadsheet.  CAN bus software will be installed to operate the LV system.  HV cables are being prepared for connections between the patch panel and IB 34 conductor connectors.  Temperature monitoring electronics and controller software have been installed at the test stand.  The system is configured and ready for RTD inputs.  AC mounting panels are being designed to accommodate the readout of L0 at SiDet.
IX. Analog Front End Highlights (WBS 1.7) – A. Bross
During March, we received the balance (18) of the AFEII prototypes.  This allowed us to identify a layout issue in the prototype which prevented the successful programming of the FPGA’s on the boards.  We also finished implementing slow control and monitoring functions of the AFEII prototype boards.  This completed the checkout of all major functional blocks of the AFEII prototypes.  Mass testing of the AFEII prototypes was started.  TriP-t bench testing was finished.

X. Schedule Variance Analysis (as of 31 March 2005)
Schedule variances are reported against director’s milestones in section III.  Nine milestones have been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)
The L1 Calorimeter Trigger Production and Testing Complete milestone gained 50 days in the last month due to the ADF boards proceeding much quicker than originally thought. The predicted end date is May 4th for having all boards in hand and bench tested. This milestone does not include full scale integration and testing with production boards or the transition system from the calorimeter signal (BLS) cables to the ADF/TAB/GAB. A testing area for installing the full trigger system and testing has been set up and an integration team has been assembled to get the full system staged and tested. This work (as well as the transition system) will be put into the project file as a change request which will move this milestone back out to late summer.
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject. 
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
The milestone for all adaptor cards delivered and tested slipped 50 days in the last month. This is due to rearranging priorities in favor of the junction cards. All of the adaptor cards have been fabricated and 4 have been assembled and debugged. Eight more will be assembled by late May/early June, which is enough to read out the full L0. We plan to build 24 in total – 100% spares. There is no schedule risk in doing this. Adaptor cards are assembled at KSU, and they can assemble at least a card a day.
XI. Department of Energy Milestones (as of 31 March 2005)
No additional milestones were predicted or achieved during March.
	L1 DOE Milestones vs Current Forecast (Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (3/05)
	Last Month's Forecast (2/05)
	This Month's Forecast (3/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/08/2005
	08/08/2005
	(98)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	09/08/2005
	09/08/2005
	(141)
	0
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	9/09/2005
	9/09/2005
	(173)
	0 
	 

	
	
	
	
	
	status date:
	3/31/2005


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.
XII. Cost Performance Report (as of 31 March 2005)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
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XIII. Obligation Reports (as of 31 March 2005)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb silicon and related closeout costs. The second report shows all obligations.
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