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Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 31
June 2005
I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 
The SVX4 string readout at DZero was successfully debugged during June and the string now reads out reliably and without errors. Installation of the inner “A” layer modules was completed in June and the detector was readied for two weeks of readout testing (the “50%” test). Safety documentation was submitted in order to allow attended running and the readout test stand in the clean room at SiDet was setup for reading out the 48 modules. Work on the detector installation tooling at U. Washington continued and the design was completed in June. Work continues on the Layer 0 installation mockups at Lab 3 and at the DZero experiment and a mockup of the L0 is being constructed from one of the prototype L0 structures. Installation tests using the mockups are planned for the end of July. 

During June work continued on integrating the RunIIb L1Cal system at Fermilab. Copies of data from 16 calorimeter trigger tower BLS signals were sent to the new system via splitters, written to tape by the trigger, and read back offline using the new data unpacker. Some issues with higher than expected error rates over optical fiber were noticed and are being debugged. The transition system, which interconnects the BLS cables and the TAB/GAB interfaces, is also being tested. The system is still being fabricated, however all of the pleated foil cables needed for the patch panel -> transition card interconnect are at Fermilab, and 25 of the patch panels and 4 of the ADF transition cards. These components are being tested on the sidewalk, and a full set have been sent to MSU to be tested on the ADF test bench there. The SMU group is working on adapting the pulser code to use for the Run IIb L1Cal trigger. 
The L1 Cal-Track Match trigger was tested in the DZero system with a full vertical slice. There were a couple of problems with the integration that are being worked on. Meanwhile the full set of boards for the trigger are being benchtested. Cables to connect the trigger to the L1CalTrack were completed, and temporary cables to connect the L1Cal system on the sidewalk with the L1CalTrack trigger were completed and laid. August will see system tests between the L1Cal and L1CalTrack are planned for August.

A DFEA2 Stand Alone Test (DSAT) card + test stand has been assembled at FNAL. This is the same setup used at Boston University to test the boards and will allow Fermilab to reproduce the same tests. 30/60 DFEA2 boards have been extensively tested, and a database for tracking the location and test history of the boards has been created. Setting up a standalone system to test the boards using the same equation and map VHDL files that are compiled into the firmware is ongoing. The Project Readiness Review for the L1CTT has been scheduled for the end of July.
The L2 b-tagging algorithm has been coded so that it can be used online or the trigger simulator. 

The effect of STT track quality slections on the accuracy of the L2 vertex were studied in high luminosity data. The new L2 Adlink processor boards are expected to be delivered in July. All of the L2STT boards are now fabricated and have been tested, with the exception of the Buffer Controller Cards, which are only about 50% tested. Firmware for the STC is being patched to ensure more robust running at higher luminosities. Firmware for the TFC’s must be modified for RunIIb, but this is unlikely to happen before October. 
On the trigger simulation side, a preliminary version of the RunIIb trigger list has been developed and was discussed at the DZero workshop in Vancouver. This new trigger list mainly consists of improvements from the L1Cal upgrade since the L1CalTrackMatch and L1CTT were not included in the list. However it shows a factor of 2 reduction in trigger rate at Level 1 compared to the current (v14) trigger list. Work is ongoing to incorporate the L1CTT and the L1CalTrk triggers into the simulation.
The 128 L3 nodes that were ordered in May arrived in June, however 3 out of 4 racks were damaged in transit. All 4 racks were returned to the vendor who is in process of replacing them. New racks are expected to arrive at the end of July and the nodes already at DZero will be installed in them. There is a 30 day burn-in period before the purchase is complete, which should be about the end of August. More networking has been installed to support the new nodes. The only outstanding purchase for the RunIIb online upgrade is for a server for the DAQ event data-logging chain. The requisition has already been submitted for this.

The AFEII-t design was completed in June and the layout continued during June. The layout is expected to be completed in late July/early August, and some overtime is being paid to the main engineer doing the layout work in order to avoid any further delays in the schedule. The TriPt chip was submitted to MOSIS in early June. Now that the submission is complete, effort is more focused on testing the chips we already have and in gearing up for testing the production run of chips when they come back. A few chips will be tested in detail on the bench, and a board for testing has been designed and sent to the vendor. All the chips will have a qualification test using the robot, and a board for the robot test has been designed and is in layout. Writing up the test procedures has started.
Project Milestone Summary (as of 30 June 2005)
The DOE baseline milestones, defined in the modified DOE Project Execution Plan, are shown in Figure 1 as solid diamonds.  Open are the Project’s forecast dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The Trigger, Online, Layer 0 Silicon, and AFE milestones are shown separately and sorted by current forecast date.  

Table 1 lists approved DOE milestone dates along with the project’s current, and previous month’s, forecast for achieving them.  Milestones with forecast dates that have changed significantly in the last month are discussed in Section X of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (6/05)
	Last Month's Forecast (5/05)
	This Month's Forecast (6/05)
	L2/Director's Variance in work days
	Monthly Variance in work days
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	08/03/05
	08/09/05
	(48)
	4 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	07/13/05
	08/16/05
	(89)
	24 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	04/29/05
	04/29/05
	(167)
	0 
	Complete

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	07/29/05
	07/29/05
	(107)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	07/29/05
	08/16/05
	(157)
	12 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0 
	Complete

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/25/05
	01/25/05
	(150)
	0 
	Complete

	All Adapter Cards Delivered and Tested
	10/17/05
	05/20/05
	05/20/05
	(98)
	0 
	Complete

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	Complete

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/16/05
	09/16/05
	(168)
	0 
	 

	WBS 1.7 AFEIIt
	 
	 
	 
	 
	 
	 

	AFEII Boards Complete
	09/29/06
	08/17/06
	08/17/06
	(29)
	0 
	 

	
	
	
	
	
	status date:
	6/30/2005


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month forecast.  Monthly variances are also provided.

III. Management Highlights – V. O’Dell

The project has begun to work on the “Project Reviews” that would signify that a subproject is complete. We are scheduling our first such review (for the L1CTT) for July 29. We are working on the charge and list of reviewers.

IV. Procurement Highlights – V. O’Dell

All of the large procurements are now over (barring anything unforeseen) for the IIb project except for the AFEII-t part of the project. Here the TripT requisition has gone out and represents about a $200k cost to the project. The next large purchase will be for the production order of parts and boards for the AFEIIt. The parts are scheduled to be ordered in October ’05 (~$300k), the boards in December ’05 (~60k) and the boards will be stuffed early February ’06 (~$100k).
V. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

The DZero experiment held its annual collaboration workshop June12-17 at Simon Fraser University in Vancouver.  One of the major themes of this year's workshop was "The Upgrade End Game (Run IIb)", so there were many presentations, discussions, and tutorials regarding the trigger upgrade.  There was also a first presentation of a draft partial trigger list for Run IIb.

The workshop was an excellent forum for the whole collaboration to contribute ideas into trigger configurations and to learn to use the tools for simulating the upgrade triggers. There were also discussions of some of the specific plans installation and commissioning phase, and these discussions will continue.

The workshop was well-timed for the trigger upgrade.  It came at a time when all of the trigger hardware had been completed and delivered to Fermilab, and the integration efforts at DZero were rapidly ramping up.  It was an ideal opportunity to broaden the involvement in the trigger upgrade.  Of particular note was the launching of a collaboration task force to fully define the trigger list for the start of Run IIb ("v15 trigger list").Most of the focus on the trigger upgrade is now on system tests, and almost all activity is now based at the DZero site.  A few exceptions of pending procurement and off-site bench testing are noted in the subsystem reports which follow.
1. Level 1 Calorimeter Trigger (WBS 1.2.1) – M. Abolins, H. Evans

The month of June saw continuing work on integrating the Run IIb L1Cal system at Fermilab. Data from the BLS system (via splitters) was written to tape during D0 running for 16 Trigger Towers. This data was recovered offline using the prototype unpacker and expected pedestal distributions were observed. However, a much larger than expected error rate on the transfer of data to L2 and L3 over optical fiber was noted. This was determined to be partially due to a badly seated SCL receiver daughter board on the TAB, but even after reseating this board errors on the transmission remain. The problem is being studied at Nevis and further tests of the transmission are ongoing at Fermilab.

The other major area of work during June was on the Transition System. All pleated foil cables have now arrived at Fermilab as have 25 of the patch panels and four of the ADF Transition Cards. Testing of all of these components is ongoing. In particular, samples of all elements have been sent to MSU where tests of the BLS-to-ADF part of the system have begun using Test Waveform Generator inputs. This TWG-based test system will be sent to Fermilab to allow more extensive tests to be done there. In addition, the ADF-to-TAB part of the transition system has also been tested at MSU using the Channel Link Receiver test card. After approximately one week of running, no transmission errors have been observed in the ADF output data passed through the ADF Transition Card indicating that no additional noise is added to the transmission by the Transition Card.

Progress was also made on the Run IIa calorimeter pulser system. The SMU group has produced a GUI to control the operation of this system and has used it to perform several successful pulser runs. They are in the process of adapting their new code to the Run IIb L1Cal, where it will be invaluable in, among other things, verifying correct cabling of the new system and checking for dead channels.

In order to simplify monitoring of crate power and cooling, we decided to purchase Wiener crates and power supplies for the TAB/GAB and Control crates in the Run IIb L1Cal system. (The ADF crates already use Wiener crates/supplies). Orders for the TAB/GAB and Control crates and power went out in June with the hardware expected to arrive on October 3. In the meantime, system tests will continue using the existing TAB/GAB and control crates, which will be used in a long-term test stand when the final system is installed and operational.

Finally, D. Edmunds has produced a detailed list of tasks that must be accomplished before the Run IIb LlCal system can be declared "ready to install". This task list is being discussed within the group and will form the basis for an L1Cal System Readiness Review to be held later in the summer.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

We tested a production MTCM (crate manager), MTCxx (trigger card), and UFB (flavor board) at DZero.  We verified we were sending l1 triggers to the trigger framework. We read out to level 3 in synch. We wrote data to tape and unpacked it offline.  At some level then, a working system exists at D0.

We bench tested 4/6 MTCM's.  Note two of these are actually spares for the L1MU trigger system. We bench tested 7/14 MTCxx's.  Some minor problems were found and are being fixed.

One half the cables needed for the L1CTT backplane were terminated by Fermilab technicians.  All of the pigtail cables needed for the L1CAL TAB cards were termianted by Fermilab technicians.  Temporary L1CAL (sidewalk) to L1CalTrack were terminated and run by Arizona

technicians.

3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

DSAT Testing at FNAL:

A DFEA2 Stand Alone Test stand (DSAT) setup was configured at Fermilab by Norik Khalatyan.  Setup consists of DSAT board, power supply, crate and PC. It installation includes the cabling, testing software and hardware functionality. Now it is working and we are in the process of checking the boards.
DFEA2:

30 out of the 60 DFEA2 bards were extensively tested at FNAL by Monica Pangalinan using the DSAT setup. Each board was tested by sending about 150K events which were generated randomly.
DFEA2 location and test tracking database:

A database for tracking the location and all of the test history of the DFEA2 devices was created by Samvel Khalatyan. The URL is: http://dzero.bu.edu/~d0ctt/

It is used to store information about each board such as its current location, test's performed and their results, events history. For visualizing information in database a WEB-page was created. It has two sections: user and admin. User section corresponds to surf through Database and Admin section is responsible for adding and modifying information stored in DB. Access to Admin section is given to registered users while user section is available for anyone. Interface is still been modified to reflect group's needs and remarks.

Test Crate:

Norik worked on the development of software for comparison of the DFEA2 output buffer on Test stand for test vectors created from the output of the DFEA2 on the platform.

Work was done by Shouxhaing Wu on both the DFEA2 firmware and modification of DSAT test software, so that we can send the same randomly generated test vectors through the test stand. This will be used to test the equations and maps used in all the 80 sectors as the DSAT software uses the same equation and map VHDL files which are compiled into the firmware. This is about 75% done.

Two crates have been filled and have been running for most of the month.  The two crates pull less power than design.

Technicians are working on building the sldb pigtail cables.

Jamieson Olsen is finishing up the cable test board -- now ready to test SLDB outputs from the board.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
In algorithm development, work continued on L2 vertexing studies. The effect of STT track quality selections on the accuracy of the L2 vertex were studied in high luminosity data. Also, the L2 b-tagging algorithm has been coded into a new level-2 tool that may be run online or in the trigger simulator.

On the hardware side, a purchase order was placed for 9 additional Adlink SBC's. Delivery is expected in July.

5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
At BU we completed testing motherboards. There are enough working motherboards for the Run 2b upgrade plus spares. We have a few boards that we will try to fix to further increase the number but we have the required number of boards and they have been delivered to Fermilab.
At BU we also completed testing the STCs. The story is similar to the motherboards. We have enough in hand for the Run 2b upgrade plus spares but we’re trying to fix a few defective boards to further up the number. So STC production is also complete. For both the motherboards and the STC’s, we would like to get all the boards fixed now while our engineers are at the job, as this will become very hard once they move on.
Columbia was about 50% done testing Buffer controllers by end of June, and expect to be finished testing and any necessary rework by the end of July/beginning of August. 

The LVDS cables have been produced and shipped to Fermilab. This task is complete.
We’re in the process of testing the last patches to a firmware update for the STCs that fixes some deficiencies that were found during operation and is especially important when we run at higher rates. This is a slow process because it has to happen between stores. 
The TFC code modifications cannot proceed before new manpower is brought to bear on the simulator and that is presently expected to happen in October. 
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

June saw the completion of one of the primary project deliverables, a preliminary version of the Run IIb Trigger List. This list demonstrates mostly the capabilities of the L1Cal upgrade, since the expected improvements from the L1CalTrack and L1CTT were not included. However, it shows an improvement of a factor of two in rate over a RunIIa (v14) trigger list of equivalent efficiency (the current v14 list has lower efficiency) when extrapolated to instantaneous luminosities of 2E32.  The upgrade list stays within the current Level 1 accept rate limits and, in this simulation, the Level 2 system maintains sufficient rejection for an acceptable rate to Level 3.

As for the individual components, L1Cal has been fully integrated into the Trigger Rate Tool and into trigsim, and is essentially finished.  Implementation of the actual trigger terms, once they are defined, and completion of the tau terms, is all that remains.  For the L1CTT code, the interface to read RunIIb equations was finished. Remaining tasks include the integration of the full RunIIb code (which has been running in a hybrid RunIIa/RunIIb version) into the final version of the package.  L1CalTrk has made significant progress, having finished the L3 unpacker and produced a working version of the l1caltrk_analyze package to analyze the output data. They also have defined preliminary versions of L1CalTrk Trigger terms.  The remaining tasks are defining the final versions of the algorithms, and defining the format of the L1CalTrk information in the standard output data files (TMB and CAF trees).

VI. DAQ/Online Highlights (WBS 1.3) – S. Fuess
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

Most of June 2005 was spent awaiting an order of 128 Level 3 nodes.  A single node was received for approval in early June, and was immediately added as an active Level 3 filter node to the running DAQ system.  That node operated well, and the remainder of the order was approved.  The remaining 127 nodes and the 4 racks (packaged separately) were delivered to Fermilab on 6/27/05.  Unfortunately 3 of the 4 racks were damaged in transit between the vendor and Fermilab.  All 4 racks were returned to the vendor, who is in the process of acquiring replacements.  New and fully configured racks are expected at DØ by the last week in July, at which time the nodes already at DØ will be installed in the racks.

There will be a 30-day burn in period before the Level 3 node purchase is complete and the invoice paid.  We expect this period to complete at the end of August.  By this time, the new Level 3 nodes should be completely integrated into the running DAQ system.  The delay imposed by the rack damage has no impact on other RunIIb activities. 

Two additional 48-port network switch modules needed to support the new Level 3 nodes have been delivered and installed.

All infrastructure preparations for the new Level 3 nodes are complete, including the routing of network trunk cables.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Online/DAQ Network: 1.3.2.1

An order, managed by the Computing Division Network Group, for a new Supervisor module and a 48-port Gigabit module was not yet placed by the end of June [it was placed 7/7/2005, with end of July delivery expected].  This upgrade expands the gigabit networking capacity for the core servers.
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

The upgrade of the interactive control room and the event monitoring systems is a DØ operations task, and is part of the operations budget.  The evaluation of appropriate systems is complete with a quote obtained.  A requisition to add 10 new nodes is in progress.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8
The complete RunIIb plan calls for an augmentation of the minimal central system configuration now in operation.  Six servers are being added to the four operational clusters (DAQ, Database, File Server, and Online functions).  The new servers will provide the computing capacity needed for the duration of RunIIb, plus give much-needed configuration flexibility.  These six systems and peripherals were commissioned in May and are being deployed.

The RunIIb plan calls for a single additional quad-processor system to be purchased as a principal node in the DAQ event data-logging chain.  Evaluation of the performance of the six systems noted above has determined that a dual-processor system is adequate.  A requisition for these remaining systems has been submitted, which will start the process of completing the only outstanding purchase to be made for the Online/DAQ portion of the RunIIb upgrade.

We have completed the disk storage acquisitions.  An additional RAID array was delivered in late June.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

The MVME5500 processor purchase for the control system upgrade is complete.  We are in the process of installing the new processors.  There are no outstanding issues.

VII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton

Installation of the "A" layer - the inner 24 of the 48 layer 0 modules was completed this month.  All A layer modules tested good after installation and a two week 50% system test will follow.  The installation rate was maintained at one facet (8 modules) per week.  Design of parts for detector installation is complete. Procurement and machining of parts is underway.  We expect to have all necessary parts and specialized tools for Layer 0 installation mockup testing available by late July. Work has begun on the table supports and dummy detector in Lab 3. 
Decisions on installation concepts were taken at the D0 workshop in Vancouver.  Preparations for the 50% system test, including cooling system, interlock hardware, and readout chains, were 
completed.  Electronics, cables and hardware for the full detector are in hand.
1. Readout (WBS 1.6.2) – K. Hanagaki, R. Sidwell
We assembled the test system with 12 junction cards, 6 adaptor cards, 3 interface boards, 3 sequencers, and 3 VRB's. We started using the Wiener power supply to provide all SVX4 power, which is the design, although previously we had used the mixture of Wiener and another power supply. We tested the BiRa HV for its supply voltage and trip limit for both voltage and current, and integrated it into the test system.

Each readout chain was verified to work using the modules installed on the electrical prototype structure. Finally we have begun reading out all the modules on A-layer. The test results will be available next month.

The readout problem at crate 79 was finally solved. It turned out that the failure was caused by the wrong connection of clock and clock-bar coaxial cables at the adaptor card. The problem was fixed by exchanging the clock and clock-bar cables. There were no failures after swapping the cables.
2. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

Mounting of sensor-hybrid modules on the Layer 0 support structure began June 3.  Twenty-four modules (half the total for Layer 0) had been mounted by the end of the day June 22.  By modifying procedures for placing hybrids, we were able to increase the average mounting rate from the anticipated one module per work day to nearly two modules per work day without needing an evening shift.  The basic change was to measure the length of each sensor-to-hybrid analogue cable prior to module placement and to build in slack for cable thermal and moisture contractions based upon the cable length and measured sensor and hybrid positions.  Two days were spent investigating camera stability, air conditioning, and module mounting issues rather than mounting modules.

Once half the modules were mounted, we paused module mounting so that a “50%” system test could be made.  Readout testing continued beyond the end of June.  The cooling system which had been used to test CDF silicon was modified to provide cooling (at room temperature but with 30% ethylene glycol in water) to Layer 0.  Layer 0 pressure drop versus flow at room temperature was found to be consistent with expectations.  

Fixturing for installing Layer 0 at D0 was discussed again at the June D0 workshop.  The University of Washington had nearly completed the design of a Layer 0 shipping container.  They also reported good progress on the “long” installation tool and offered to fabricate other installation tooling.  D0 accepted that offer.  We were pleased by their offer to extend their contributions, but we will need to watch that the capacity of University of Washington machine shops has not been over-extended as the result of the additional tasks, summer vacations, absences, and obligations to other efforts.  The design, fabrication, and procurement of installation support structures (tables, stages, etc.) at Fermilab have proceeded reasonably.  Concrete and steel structures to simulate the ends of the D0 solenoid and central calorimeter have been moved into the Lab 3 clean room.  Tables, rails, and stages are on hand.  Arrangements have been made for use of survey equipment from the alignment group and for their assistance.

At D0, the operations group has provided mock-ups to simulate the apertures presented by shielding and other structures outboard of the end calorimeters.  Simulations with those mock-ups indicate that there is more than adequate clearance for inserting Layer 0 into the end calorimeter bore.  In consultation with others responsible for installation, the lead engineer of the operations group continues to develop and document detailed plans and procedures for installation.

3. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby
An attended Operational Readiness Clearance was issued by the Fermilab Safety Team for the 50% test of Layer Zero at SiDet. The Interlock, HV, and LV systems were reviewed. Unattended operation requires a few minor additions, mainly documentation. 

Preparation for the 100% test is underway. The additional hardware required to mount the Adaptor Cards is being manufactured.

Work is continuing on the RTD cable adapter cards. The required cable has been delivered. 

VIII. Analog Front End Highlights (WBS 1.7) – A. Bross, P. Rubinov
1. TripT (WBS 1.7.4) – L. Bellantoni

The TRIP-t was submitted to MOSIS in early June.  The latter part of the month was devoted to testing.  We are taking a two-pronged approach: detailed manual (bench) testing of ~5 chips on a bench, and qualification (robot) testing for the full sample.

Boards for the bench test were designed and sent out for fabrication; as of 30 June, the vender was working on them. (They were later delivered as promised).  The parts to stuff the board were also on hand.  These are packaged versions of the 1st generation design, without the linearity fix.

The mechanical part (socket clamp) for the robot was machined to fit the robot, and the robot board was in layout at the month's end.  Parts to stuff the board were for the most part in hand, and work to write out the test procedure had started.
2. AFEII-t board (WBS 1.7.5) – P. Rubinov
Continuing progress on AFEIIt design and layout. The design of the AFEIIt was 100% completed in June. Layout work continued in July. Bill of materials (which defines the parts to be purchased) was extracted and worked on to format properly for RFQ (this went out early in July).

3. Code Development (WBS 1.7.6) 

No activity in this area occurred during June.
IX. Schedule Variance Analysis (as of 30 June 2005)
Schedule variances are reported against director’s milestones in section III.  Thirteen milestones have been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)
The L1 Calorimeter Track-Match trigger lost 24 days in the last month. This is due to delays in testing the MTCxx cards. However this was a change in priority – enough MTCxx cards have already been tested for the full trigger upgrade, and the priority then turned to integration of the trigger into theDZero experiment. This was achieved and the shift has now returned to testing the spare MTCxx cards.
Note that the overall L1 Trigger ready lost 12 days due to this slip.
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject. 
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
There is no unfavorable schedule variance for this subproject. 
4. D-Zero Run IIb AFEII Upgrade (WBS 1.7)
There is no unfavorable schedule variance for this subproject. 
X. Department of Energy Milestones (as of 30 June 2005)
No DOE milestones were predicted or achieved during the month of June.  Table 2 (below) shows the status of all DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (6/05)
	Last Month's Forecast (5/05)
	This Month's Forecast (6/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	07/29/05
	08/16/05
	(157)
	12
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0
	Complete 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/16/05
	09/16/05
	(168)
	0 
	 

	WBS 1.7 AFEIIt
	
	
	
	
	
	

	AFEII Boards Complete
	09/29/06
	08/17/06
	08/17/06
	(29)
	0
	

	
	
	
	
	
	status date:
	6/30/2005


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XI. Cost Performance Report (as of 30 June 2005)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
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XII. Obligation Reports (as of 30 June 2005)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb Silicon and related closeout costs. The second report shows all obligations.
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