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Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 26
January 2005
I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Tests and burn-in of the production hybrids continued at KU and Fermilab. By the end of January about 50% of hybrids have been tested and the yield is about 90%. The production order for adaptor cards, junction cards and digital jumper cables have all been placed. Measurements of the modules mounted on the prototype support structure are ongoing, and noise sources identified. The arrangement of spacers on the module assemblies will be finalized once the testing ends.

The second (production) Layer 0 carbon fiber support structure arrived and dimensional and load measurements were begun on it. Initial analyses indicate that the geometric accuracy of the structure is within tolerances. Fixturing to hold the support structure during module installation should be completed during the first half of February. Some issues with the high voltage power supplies were discovered during load testing and solutions are being actively pursued with the vendor. The 1% test stand was moved into the clean room and is being commissioned.
For the trigger upgrade, the preproduction ADF v2 cards were tested and a Production Readiness Review was scheduled for February 11. At the moment, no changes to the boards are foreseen. Bench testing of the production TAB/GAB boards was completed in January. The test area on the sidewalk is being populated with all 5 L1Cal racks and the ground wiring is being optimized. A detailed plan of work for the full system testing phase is being produced.
The Cal Track-Match board testing continues. The L1 CTT board testing and firmware work continued. Some more firmware problems with the DFEA2 boards have been found and fixed and work continues to resolve the differences between the DFEA and the DFEA2 readout. Meanwhile, the production readiness review started on January 11. The level 2 executable worked fine on the new high speed beta board and tests will continue at DZero in February or March. The production of the new STT buffer controllers at Columbia are being held up by accounting at their end. We anticipate this impass will end in February and the boards will go out for production then. The trigger simulation group is digging into gory details on the software end to get all elements of the upgrade integrated into the official DZero trigger simulation software, trigsim. Meanwhile studies of trigger rates and efficiencies using the trigger rate tool (which uses real date) is ongoing and documentation of the L1Cal electron choice is underway. The AFEII prototypes and the tript chips are under test. Part II of the AFEII review was held and the report is being generated.
Work on the online upgrade is proceeding smoothly. A 96 node purchase for L3 systems is planned to start in February, using recent experience from large Computing Division buys. In late Summer 2005 we will reevaluate L3 filter needs to see if we need to buy more. The file server systems continue to operate, with some low level problems with the File Server and the RedHat cluster software. About 50% of the new control system notes are in hand and requisitions for the remaining purchases are expected in March.

III. Project Milestone Summary (as of 31 January 2005)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists approved DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (1/05)
	Last Month's Forecast (12/04)
	This Month's Forecast (1/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	05/27/05
	06/21/05
	(82)
	16 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	05/09/05
	05/09/05
	(158)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	07/15/05
	07/15/05
	(114)
	0 
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	05/17/05
	06/15/05
	(135)
	20 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	05/27/05
	06/21/05
	(131)
	16 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	08/16/05
	09/08/05
	(79)
	16 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	08/16/05
	09/08/05
	(141)
	16 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0 
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/25/05
	01/25/05
	(150)
	0 
	Complete

	All Adapter Cards Delivered and Tested
	10/17/05
	03/18/05
	03/18/05
	(148)
	0 
	 

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/19/05
	09/09/05
	(173)
	37 
	 

	
	
	
	
	
	status date:
	1/31/2005


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

The Production Readiness Review for the L1 CTT DFE boards was held in January and the PRR for the ADF boards has been scheduled for February 11. A director’s review of the upgrades, focused on cost and schedule, will be held February 4-5. DZero has held an internal review of the AFEII subproject and is awaiting the review report before making any recommendations.
V. Procurement Highlights – V. O’Dell

All major University MOU/SOWs are now in place until the end of the project. The University of Notre Dame (~$40k) is still in the works. Some major procurements for the L3 nodes for the online system are expected in March.   

VI. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

There was significant progress in hardware development, production, simulation, and testing in January.  Of particular note this month were the outstanding performance of the pre-production ADF cards tested at MSU for the L1cal upgrade, and the completion of the Production Readiness Review for the DFEA2 board for the L1CTT system.  This is the production review for the L1CTT system.  Both systems appear to be on track for starting full production mode in February.

In addition, there was considerable effort put into reviewing the costs and schedules in preparation for the Director's Review of the DZero upgrades in early February.  The Level-2 and Level-3 managers examined the schedules between now and Summer 05 to look for places to gain schedule contingency.  We looked at the estimated costs to completion for each project and reassessed the contingency we need to hold to ensure the timely completion of the projects.
1. Level 1 Calorimeter Trigger (WBS 1.2.1) – M. Abolins, H. Evans

Bench testing of the first 4 ADF v2 boards went extremely smoothly at MSU.  These boards have now been fully tested, including extensive studies of the analog input section using the Test Waveform Generator and the TAB output using a Channel Link Receiver test board.  No problems were found.  A Production Readiness Review is scheduled for the ADFs on February 11.

Bench testing of the production TABs and GABs was also finished at Nevis during January.  All aspects of the ten production TABs have been successfully tested as have the main connections on the GAB’s (only the connection to the Trigger Framework remains to be fully tested at Fermilab).  The optical output of the GAB’s to L2/L3 was found to perform within specifications on the bench, however, it has slightly higher jitter than the corresponding output from the TAB’s.  These tests will continue with the Trigger Framework timing distribution system at Fermilab.  In case the GAB’s signal jitter proves to be unacceptably high at Fermilab, a slightly modified GAB layout has been produced, which will address the problem.  Two of the new boards can be produced quickly if the need arises.

Work on the Run IIb L1Cal infrastructure continued at Fermilab during January.  The Test Area and Commissioning teams have started to modify power distribution in the Test Area to provide a more stable ground and have setting up the five racks that will eventually be populated with production boards.  A detailed schedule for work in the Test Area is being produced.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

Testing of the production MTCM crate managers and MTCxx trigger cards continued.
3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

DFEA2 - The production readiness review started on Jan 11th.  Also, work continued to resolve the problems in mapping found in the DFEA2 firmware.  The correct CPS maps were implemented.  Other maps are being looked at as well.
In-situ testing Status - Tests were performed between DFE SLDB and L1muon SLDB links.  Receiving SLDBs achieved LOCK right away, even with a very long LMR200 cable.  Parity errors were not checked, but the test was a very good indication that the physical link layer is fine.  Detailed SLDB tests led to the finding that parity was not calculated for the data sent to l1 muon.  This was implemented in the firmware.  There was some concern about the setup timing of the SLDB and the DFEA2 sending tracks to L1Muon.  This turned out be an artifact of the muon_xe signal being one clock cycle too late and was fixed in the firmware.  There is still a discrepancy between DFEA and DFEA2 readout.  The most current thinking is that there is a map mismatch between various pieces – the cabling on the platform, the maps from cable link colors to fiber numbers, and the link connections in the firmware.  Work is ongoing to resolve this issue.
Download Software - No significant progress has been made on this effort since November.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
Algorithm development:

Work continued on vertexing studies at L2.  First results were presented using data with large amounts of overlapping Minimum Bias events.  Show some resolution degradation, but still indicating reasonable resolutions of ~10cm.

Prototype testing:
We ran the L2 executable with generated fake data input to a new high-speed Beta for over a week with no problems.  We will move to tests at DZero in February or March.
Disk Adapters:

All disk adapter PCBs for faster Betas are on hand at Virginia.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
There is no significant progress to report since the last report.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

In January work continued on the integration of the algorithms into the trigsim executable.  Progress continued on all three major pieces of the L1 trigger: some implementation bugs were shaken out of the L1CTT, L1CalTrk is now sending objects to the software L1, L2, and L3 trigger framework, and L1Cal has completed the code which will allow communication with L1CalTrk.  Extensive work has gone on using the Trigger Rate Tool to study trigger rates and efficiencies for the new Run IIb L1Cal trigger terms.  Documentation on the choice of the L1Cal electron is underway.
7. Analog Front End II (WBS 1.2.8) – A. Bross
Testing continues on the AFE II prototypes.  A problem has been observed with the FPGA downloads (download errors require multiple tries in order to complete a successful download) and this has slowed down progress.  Testing has also continued on the TriPt in order to more fully understand the non-linearity and its effect on data quality.  We have been studying the effects of both internal and external parameter settings on the TriPt operation.  
VII.  DAQ/Online Highlights (WBS 1.3) – S. Fuess
During this period we obtained experience with RunIIb equipment purchased to date, and prepared for the requisitioning of remaining hardware.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

There were no scheduled tasks in this subproject during January 2005.  During this period we maintained close contact with the Computing Division groups that have recently made large processor farm purchases.  Their experience has led us to solidify our plans to purchase 96 nodes of a well-known configuration.  We will use motherboards and chassis configurations that have successfully operated at D0 and in the CD.  We expect to submit requisitions for this purchase in February.  We also continue to follow the performance metrics for the Level 3 filter code, in consideration of a possible need for Level 3 computing capacity beyond the expected 96-node purchase.  We are now proposing that contingency funds sufficient to add 64 nodes be considered for this task.  We will determine in late Summer 2005, upon evaluation of the performance of the Level 3 filters at the highest luminosities observed, whether the 64-node addition is required.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

There were no scheduled tasks in this area during January.  Considerable operational experience with the new systems is being obtained with the current system.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8

There were no scheduled tasks in this area during January beyond the operation of RunIIb systems now installed and providing services for the running experiment.  We are obtaining valuable operational experience with the existing systems, and are making plans for “fleshing out” the clusters for full RunIIb operation.  We now have four operational clusters for DAQ, database, file serving, and general “service” (web, alarms, electronic log) functions.

We continue to investigate problems with the File Server and the RedHat Cluster software.  NFS failover is incomplete, leaving many client nodes without disk access, an apparent issue with the RedHat Cluster software failing in the regime with a large number of client systems (>100) mounting a sizable (~10) number of disk volumes.  We have mitigated the problem by avoiding a server with failing hardware, and a new release of the RedHat software promises to address this issue.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

We are in the process of purchasing Motorola PowerPC mv5500 processors for the Control System upgrade.  Approximately 50% of the new nodes are in hand.  Requisitions for the remaining purchases are expected in March.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
VIII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton

1. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell
Production revisions of the Adapter and Junction Cards have been prepared at KSU and reviewed by Fermilab. Order has been placed for 30 Adapter Cards and 60 Junction Cards (150% spares). The production order for the Digital Jumper Cables has been placed as well. In total 36 cables of each of 4 types have been ordered (200% spares). 

Tests and burn-in of production hybrids continued at KU and Fermilab. About 50% of the hybrids have been tested by the end of the month. The yield of good hybrids is high at approximately 90%. 

More testing was done for the 8 modules mounted at the prototype support structure to understand the nature of the pedestal variation. It has been determined that the variation is caused by the synchronous pickup from the clock and CALSR signals in the places where the analog cable passes the hybrid of the neighboring module.
2. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

Dimensional and load measurements were begun on the second layer 0 support structure fabricated by the University of Washington.  The second structure provides contingency against damage to the first structure and was fabricated with ground-mesh circuits believed to be problem-free.  Kansas State University began assisting with analysis of the support structure measurements.  Initial analyses (not including load testing) indicate that the geometric accuracy of the second structure is good.

Arrangements were made for the University of Washington to assist with thermal and flow measurements to be conducted at SiDet on the first L0 support structure.  Technician and engineering assistance to support the testing was identified.

The design of fixturing to hold the support structure during module installation progressed well and was expected to be completed during the first half of February.  Fabrication of other fixtures for L0 assembly continued.

Procurement of new thermal and mechanical spacers to position hybrids awaited completion of readout testing of hybrids on a prototype support structure.  Hybrid spacers will be ordered once the testing has been completed.

Procedures and initial designs of tooling to install L0 at D0 were developed.  The procedures and tooling reflect improvements to concepts presented at last summer’s D0 workshop.  Installation aperture measurements, the procedures, and the tooling were reviewed by the L0 group and project management.  Resource needs associated with L0 installation were reviewed and provided to management.

3. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby

The high voltage power supplies were load tested. Problems with the –12V and +12V supplies are being investigated. The –12V, 4A supply does not recover from an on/off cycle with a load greater than 1.25A. The +12V, 4A supply doesn’t recover from an on/off cycle with a load greater than 2.25A. We are actively pursuing a solution to the problem with the vendor. 

Presently installed equipment in the rack that will house the new high voltage crates and power supplies has been rearranged to accommodate the installation. 

The 1% test stand has been moved into the clean room. The system is operational via a ‘purple card’, SEQ, VRB, and SBC. Computer operations have been established. The low voltage power supply system is being configured to provide isolated power to the adapter cards. One supply module will power the north end of the detector while another powers the south end. Documentation of the system is being updated.

The chassis used to interlock the low voltage system with the detector cooling system has been delivered. Testing of the unit will occur in February. 

IX. Schedule Variance Analysis (as of 31 January 2005)
Schedule variances are reported against director’s milestones in section III.  Eight milestones have already been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

The L1CTT lost 16 days in the last month. This is due to a delay in making a decision after the PRR for the DFE boards. Part of this delay is due to extra time needed to understand some issues that came up during the PRR and some of it comes from having a director’s review just after the PRR, so that all the principals were busy with other things. We had only scheduled one week for the PRR and in the end it took closer to a month. The boards are now out for production. 


The L2 STT slipped 16 days in the last month. This was due to administrative delays at Columbia which delayed the production of the Buffer Controller cards. Although this is driving the readiness of the L2 trigger, the L2 is still ready much earlier than needed, i.e. earlier than the L1 trigger or L0 installation.
The L2 Beta delay is also intentional. This comes from delaying the PRR for the processor acquisition. The original schedule had the L2beta finishing months ahead of the shutdown, and this is not very attractive when there are price & performance gains from waiting for the procurement.   We will likely eventually move the PRR that was originally scheduled for mid-January to mid-April, which we believe is a reasonable compromise between waiting for more performant boards and finishing the project.
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject. 
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
The layer 0 final milestone slipped 37 days in the last month. This is due to adding installation tooling into the project, as recommended in the February director’s review and we will be presenting a change request for both schedule and costs due to this.
X. Department of Energy Milestones (as of 31 January 2005)
No additional milestones were predicted or achieved during the month of January.  Table 2 shows the status of the DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (1/05)
	Last Month's Forecast (12/04)
	This Month's Forecast (1/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	5/27/2005
	6/21/2005
	(131)
	16 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	8/16/2005
	9/08/2005
	(141)
	16
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	7/19/2005
	9/09/2005
	(173)
	37 
	 

	
	
	
	
	
	status date:
	1/31/2005


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XI. Cost Performance Report (as of 31 January 2005)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
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XII. Obligation Reports (as of 31 January 2005)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb silicon and related closeout costs. The second report shows all obligations.
[image: image3.png]D0 Obligations Report Through 31 Janaury 2005
(Without Silicon Close-out Costs)
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[image: image4.png]D0 Obligations Report Through 31 Janaury 2005
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