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Attached is the monthly report summarizing the December 2004 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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Fermi National Accelerator Laboratory

Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 25
December 2004

I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Sensor testing at Stony Brook was completed. The full hybrid order is now completed at NxGen and hybrids from the last batch are at the University of California at Fresno for functionality testing while the rest of the hybrids are at Kansas University and Fermilab for burn-in tests. Eight modules have been installed on the prototype support structure, and noise measurements and issues are being investigated. The Layer 0 carbon fiber support structure measurements were complete. The structure was found to be accurate, mechanically sound and mechanically suitable for use in Layer 0. Because of some minor issues with the gold plating on the ground mesh, a decision was made to expedite the second structure, which had already been planned as a back up. Fixture fabrication for module production has been increased in order to be able to support production of sensor-hybrid modules at twice the rate originally planned, as recommended by the reviewers on the module production PRR. Infrastructure tasks for installing the Layer 0 continued, and preparations for moving the 1% test stand into the clean room where the production L0 detector will be located were made.
For the trigger upgrade, fabrication and assembly of ten ADF v2 boards was completed in December and bench testing will start in January. The production TAB/GAB boards were also completed in December, and testing will begin in January. The L1 Cal infrastructure for testing and installation at Fermilab is moving rapidly. A full vertical slice test is planned in early 2005. The Cal Track-Match board testing continues. The L1 CTT board testing and firmware work continued The (run2b) DFEA2 boards installed on the west platform during the shutdown have been readout and compared with the current (run2a) DFEA boards and some firmware bugs were found. A PRR for the DFEA boards was scheduled for January 21. The Adlink SBC worked well with the L2Beta mothercard, with some modifications to the 9U adaptor in oder to interface a hard drive. Adlink will likely be producing even faster models in the next six months or so, so we will be buying the SBCs as late as possible in order to optimize performance. The decision to not build more Track Fit Cards for the L2 STT was finalized and the change request was generated. The trigger simulation group has implemented the new L1 Cal electron algorithms into the L1 Cal trigger simulator and is working on modifying the simulator to go into the official D0 trigger simulation package, trigsim. The L1 CalTrack simulator has been integrated into trigsim and work is in progress on the L1 CTT simulator. The IIb component of the trigger rate tool, which calculates trigger rates based on special minimum bias runs, has been integrated into the latest version of the D0 software.
Work on the online upgrade is proceeding smoothly. Some issues with the Level 3 systems were uncovered in the sense that the system is very sensitive to trigger lists (the mix of events that arrive at the Level 3) and the optimization of the Level 3 filter code. During December the processing time per event went up by nearly 50% due to these factors. As a result, we plan to evaluate the adequacy of the planned purchase of Level 3 nodes this spring. We continue to gain experience with the new Linux servers and have uncovered some problems with RedHat Linux clustering software which we continue to investigate. The control systems (Motorola PowerPC 8500 processors) have been successfully tested, and the full complement will purchased by summer 2005.
III. Project Milestone Summary (as of 31 December 2004)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists approved DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.

	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (12/04)
	Last Month's Forecast (11/04)
	This Month's Forecast (12/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	05/27/05
	05/27/05
	(138)
	0 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	05/09/05
	05/09/05
	(158)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	09/15/05
	07/15/05
	(114)
	(43)
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	05/23/05
	05/17/05
	(155)
	(4)
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	05/27/05
	05/27/05
	(147)
	0 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	08/16/05
	08/16/05
	(92)
	(3)
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	09/15/05
	08/16/05
	(157)
	(21)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0 
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	12/23/04
	01/25/05
	(150)
	15 
	 

	All Adapter Cards Delivered and Tested
	10/17/05
	03/11/05
	03/18/05
	(148)
	5 
	 

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/22/05
	07/19/05
	(210)
	(3)
	 

	
	
	
	
	
	status date:
	12/31/2004


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

The change request was finalized for the STT, removing additional Track Fit Cards. The Production Readiness Review for the L1 CTT DFE boards has been scheduled for January 21st, with board designs, layouts and other information available for comment in advance.
V. Procurement Highlights – V. O’Dell

All major University MOU/SOWs are now in place until the end of the project. The University of Notre Dame (~$40k) is still in the works. Some major procurements for the L3 nodes for the online systems are expected in March.  

VI. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

December was a short work month due to the holidays, but progress was made on critical path items.  In particular, the fabrication of the ADF v2 preproduction boards was pushed through so that testing could commence immediately in January.
1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

Fabrication and assembly of ten ADF v2 boards at Adco was completed in December and the boards were delivered to MSU.  Bench testing will commence in January.

Assembly of the production TABs (10) and GABs (3) was also finished at the end of December.  Again, the boards will be bench tested in January.

Work on the Run IIb L1Cal infrastructure at Fermilab was advanced by the appointment of Linda Bagby (Fermilab) as coordinator of the L1Cal installation effort at the lab.  Weekly installation meetings have been organized to start in January and work has already started on acquiring some of the pieces of the system that are missing to perform a first "vertical slice" test of the full L1Cal in early 2005.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

Testing of the production MTCM crate manager continued.  We solved a problem with the JTAG testing of the prototype MTCxx cards so this effort continues to move forward.  Work was started on the producing front panels for the MTCxx cards.
3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

DFEA2:
Work on the DFEA2 firmware continued. Doublet equation sets to match the DFEA version were implemented to enable the comparison of the data between DFEA and DFEA2.  Firmware was generated to work on both XC2V4000 and XC2V6000 chips.  The XC2V4000s are used for the prototype while XC2V6000s will be used for the production boards.
A third DFEA2 board arrived at FNAL from BU during mid-December 2004; this 'production' model has four XC2V6000's on it.  It initialized fine at the test stand.

In-situ testing Status:

Two DFEA2 boards have now been installed on the west platform.  Tests have been done which consist of taking real data and reading the output given by the old DFEA system versus the new one as well as sending test vectors through the DFEA2.

The test vectors show perfect agreement between what is sent and what is received by DFEA2, so we believe that it is working as expected.  However, the comparison between DFEA and DFEA2 for fake AFE tracks shows CPS disagreement as always, plus the pt bin disagreement as for real data.  Some of the discrepancies have been traced down to use of incorrect CPS maps in the firmware.
Download Software:

No significant progress was made on this effort since November.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
In December we successfully ran the online Level 2 executable in a modified L2Beta mothercard with the new Adlink SBC.  Our hardware driver code successfully configured the board with no software changes from the existing libraries.  We ran the board for over 24 hours in a trigger test crate at Virginia sending fake data to process from a Maryland event generator box.  The performance of the new 2.4 GHz P-IV SBC is about twice as fast as the 1 GHz P-III CPU we currently use.  This is not surprising, since the performance of the P-IV does not scale directly w/ clock speed as compared to the P-III models.

After the successful tests, we ordered a second fast SBC to be prepared for possible short term trigger needs at D0.  The (Adlink) SBC is compatible w/ faster CPU and expect INTEL will be producing these faster models on the time scale of Run-2b.

Because the hard drive interface uses a manufacturer-specific connector on the back of the SBC, we had to modify the 9U adapter by removing the J3 hard metric connector from the cCPI interface.  We then designed a small 6-layer HD-adapter PCB card at Virginia and had cards fabricated to complete the above test.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
A decision not to produce any more Track Fit Cards, but to continue with the STT upgrades needed to incorporate the Silicon Layer 0 signals into the STT trigger was made. A change request has been generated.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

Work is proceeding on the different parts of the trigger simulator.

All modifications relative to the chosen sliding window electron algorithms have been inserted in the stand-alone version of the L1Cal trigger simulator.  The stand-alone version of the L1Cal trigger simulator is currently being modified for integration into

trigsim.  The stand-alone consists of two distinct framework packages, of which one has been easily integrated to run within the general trigsim executable.  The structure of the simulator will be changed to merge the two distinct frameworks into one.  The interfaces to L2 and to L1Caltrack have been written (so called IOGEN structures).

Work is in progress on the L1CTT simulator, fixing some found problems.  A skeleton version of the L1CalTrack simulator has been integrated into trigsim, sending messages to L1 and L3, and outputting to root-tuples.  Analysis code has been developed, and a

preliminary list of trigger terms is available.

The IIb component of the trigger rate tool is integrated in the latest version of the D0 software.
7. Analog Front End II (WBS 1.2.8) – A. Bross
Testing continues on the AFE II prototypes.  The first prototype is now fully functional except for the following: temperature and full readout via gray cable.  The FPGA code is debugged and working.  Testing continues on the TriPt.  A non-linearity in the output buffer amp for the time information has been discovered.  This is being evaluated.

This problem was actually known by the designer, but not thought to present a problem.  The size of the non-linearity is larger than we would like and this may require a re-design of this buffer amp for the engineering submission.  This is not a big change in the chip design and does not represent a great deal of chip designer effort.
VII.  DAQ/Online Highlights (WBS 1.3) – S. Fuess
This period marked a resumption of data acquisition with the RunIIa detector following the Fall 2004 accelerator shutdown.  Most activity relevant to RunIIb preparations involved the operation of the new Linux based Host systems for DAQ, databases, and file servers.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

There were no scheduled tasks in this subproject during December 2004.  However, experience with a change of operational parameters may lead to a re-evaluation of RunIIb planning.  As data acquisition commenced following the Fall shutdown period, the experiment moved to a newly developed trigger list and employed some modifications to the Level 3 trigger filter software.  The result of these changes was that the processing time per event in Level 3 increased by nearly 50%.  In order to maintain the desired trigger rates, an “emergency” 32-node addition was made to the Level 3 farm by borrowing nodes from Offline farms.  A later revision of the trigger list and further optimization of the filter code have now returned the timing to pre-shutdown values, but we have learned a great deal about the consequences and solutions required of “just going beyond the edge” of the Level 3 computing capacity.   The next activity in this WBS is a farm node acquisition of ~100 nodes, with the process to begin in Spring 2005.  We will be evaluating the adequacy of the planned purchase in light of the sensitivity to trigger parameters.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

There were no scheduled tasks in this area during December.  The most recent activity was the installation and commissioning of RunIIb systems purchased over the summer.  These systems are now active and part of the standard operations of the Online system.  Considerable operational experience with the new systems is being obtained.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8

We now have four operational clusters for DAQ, database, file serving, and general “service” (web, alarms, electronic log) functions.  A single quad-processor server handles most event-stream DAQ operations; operation has been without incident and at desired rates.   Experience with this DAQ server will guide future purchases aimed at supporting the full RunIIb rate to tape.  We also now operate a pair of Oracle servers (production and development instances) without issue.

The File Server systems have been mildly problematic.  One of the two central NFS disk servers has hardware problems which cause occasional hangs.  The cluster software is supposed to fail over the NFS services from this machine to its partner; however, the NFS failover is incomplete, leaving many client nodes without disk access.  This is an apparent issue with the RedHat Cluster software failing in the regime with a large number of client systems (>100) mounting a sizable (~10) number of disk volumes.  Investigation of the software problem continues, but the NFS problem is now mitigated by avoiding the failing server.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

We continue to successfully operate several Motorola PowerPC mv5500 processors within the control system.  These are the target processors for the Control System upgrade.  Purchases of these systems have begun, to be completed by Summer 2005.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
VIII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton

1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

Sensor testing is finished. All WBS 1.6.1 tasks have been completed and closed out.
2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell

The hybrid production order has been completed at NXGen. Total 101 hybrid has been assembled in 4 batches (5+5+36+50).  Hybrids from the last batch are at Fresno for functionality testing.  The hybrids from the previous batches are at KU and Fermilab for burn-in tests.

Total 8 modules have been installed at the prototype support structure.  The measurements were performed to see the interference between the simultaneously read out modules.  The noise did not have visible changes compared to the case of a standalone module.  The pedestals however have a noticeable distortion due to the coupling of digital and analog signals from the neighboring modules.  The distortion depends on the SVX4 preamp settings and can be reduced to a level of ~2 ADC counts at slow preamp settings, which is acceptable.  We will continue these tests to determine 
if there are other handles to mitigate this effect.
3. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

Dimensional and load measurements on the layer 0 support structure fabricated by the University of Washington were completed in a first cylinder orientation.  Analysis of the measurements shows that the cylinder is accurate, mechanically sound, and mechanically suitable for use in Layer 0.

Based upon concerns of local loss of gold plating in one hybrid location and tape testing which indicated that plating could be removed from spare hybrid region ground mesh circuits, a decision was reached to proceed expeditiously with fabrication of a second structure.  Fabrication of a second structure had been planned from the start for contingency reasons.

Fabrication of assembly and module installation fixtures continued at Michigan State University.  Fabrication of fixtures was begun at Fermilab shops as well in order to have sufficient fixtures available to produce sensor-hybrid modules at twice the originally planned rate.

The design of fixturing to hold the support structure during module installation and to install modules on it was resumed.

4. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby

High Voltage crates, power supplies, and pods are being prepared for installation.  The final installation location in the movable counting house has been determined.  HV equipment will be installed during the next available opportunity. 

Development work is continuing on the CAN to EPICS interface software that is used for the LV Wiener power supply system.  Testing is expected to begin in February.

Optional mapping schemes (Adapter Card locations) have been determined in the event required bad DAQ channels are not repairable. 

The mock up of the junction card area was used to evaluate the twisted pair bundle bend radius and digital jumper cable length.  Additional structures will be mounted to represent wave-guide positions and cooling pipes.  This will allow us to determine the routing path between the inner H-disk and CFT wave-guides.

Preparations are being made to move the 1% test stand into the clean room where the production L0 detector will be located.

IX. Schedule Variance Analysis (as of 31 December 2004)
Schedule variances are reported against director’s milestones in section III.  Eight milestones have already been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 
1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)
The L1 Calorimeter Trigger Production and Testing Complete milestone gained 43 days in the last month due to reworking the schedule with the updated information on the ADF v2 board. This is in process of being meticulously scrutinized to converge on a reliable schedule.
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject. 
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
There is no unfavorable schedule variance for this subproject. 
X. Department of Energy Milestones (as of 31 December 2004)
No additional milestones were predicted or achieved during the month of December.  Table 2 shows the status of the DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (12/04)
	Last Month's Forecast (11/04)
	This Month's Forecast (12/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	5/27/2005
	5/27/2005
	(147)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	9/15/2005
	8/16/2005
	(157)
	(21)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	7/22/2005
	7/19/2005
	(210)
	(3) 
	 

	
	
	
	
	
	status date:
	12/31/2004


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XI. Cost Performance Report (as of 31 December 2004)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
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XII. Obligation Reports (as of 31 December 2004)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb silicon and related closeout costs. The second report shows all obligations.
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