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Attached is the monthly report summarizing the August 2005 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 33
August 2005
I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 3+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Module installation on the L0 detector completed in August. Readout testing of the full detector confirmed that coherent noise was coming from the RTD (temperature monitor) cables and careful thought is going into how to fix this problem. Meanwhile the installation tooling was completed and a run through of the L0 installation, using the Lab 3 mockup of the installation environment, was completed and procedures written. 
Work continued on the testing and integration of the RunIIb L1 Cal system at Fermilab, and culminated in a two day Technical Readiness Review. The final report for the TRR is attached. Most of the needed integration work and offline verification of the L1 Cal Trigger upgrade was completed before the TRR, and the reviewers were impressed with the quantity and quality of results. They agreed with the project that the L1 Cal trigger upgrade would be ready to install on October 31. 

Firmware for the L1 Cal-Track Match was developed for making the latency measurements needed to understand how much of a delay is needed in the experiment to run the L1 Cal-Track Match trigger. Some problems with this version of firmware sending information to the manager crate were found and are being debugged.

Testing of the L1CTT boards continued in anticipation of an October 31 shutdown date. The project responded to the TRR review; the comments from the TRR were minor. One of the comments suggested that the project order additional LVDS cables as spares, which was done. In addition, half of the final number of boards are now installed on the platform. 
All Run2b processors were delivered and tested in August, closing out the hardware part of the project. On the software side, work was completed on L2 vertexing studies, and a D0 note was completed. 
The L2STT hardware is also complete and additional work is needed on the firmware and software for the system. Additional manpower is anticipated in October to help in support roles for this.
Work continues on optimizing the L1CalTrack simulator and algorithms both with Monte Carlo and data. The L1CTT simulation coding made significant progress during August, but is unlikely to complete before the end of September. 
The burn in of the 128 L3 nodes was completed in August and the nodes were added into the L3 systems. The new DAQ servers were also delivered and installed in August and are being configured. All hardware for the DAQ RunIIb upgrade is now complete, except for networking upgrade. The hardware for this has been delivered, but installation would be invasive so it is planned to do it during a major accelerator downtime.
The wafers for the TripT’s arrived at Fermilab during August, and were immediately sent out to the packaging house. Progress was made on the firmware and testing software for the robot chip tester. Issues with fabricating the AFEIIt PCBs caused delays, but by the end of August the prototype boards were fabricated and sent to the stuffing house.
III. Project Milestone Summary (as of 31 August 2005)
The DOE baseline milestones, defined in the modified DOE Project Execution Plan, are shown in Figure 1 as solid diamonds.  Open are the Project’s forecast dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The Trigger, Online, Layer 0 Silicon, and AFE milestones are shown separately and sorted by current forecast date.  

Table 1 lists approved DOE milestone dates along with the project’s current, and previous month’s, forecast for achieving them.  Milestones with forecast dates that have changed significantly in the last month are discussed in Section X of this report. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (8/05)
	Last Month's Forecast (7/05)
	This Month's Forecast (8/05)
	L2/Director's Variance in work days
	Monthly Variance in work days
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	Start Production TAB Fabrication
	02/25/05
	10/08/04
	10/08/04
	(90)
	0 
	Complete

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	08/09/05
	10/12/05
	(3)
	45 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	09/15/05
	09/15/05
	(68)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	04/29/05
	04/29/05
	(167)
	0 
	Complete

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	08/16/05
	08/16/05
	(92)
	0 
	Complete

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	10/12/05
	(52)
	40 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	09/02/05
	09/02/05
	(82)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	09/15/05
	09/15/05
	(136)
	0 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0 
	Complete

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	09/28/04
	09/28/04
	(159)
	0 
	Complete

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/25/05
	01/25/05
	(150)
	0 
	Complete

	All Adapter Cards Delivered and Tested
	10/17/05
	05/20/05
	05/20/05
	(98)
	0 
	Complete

	Silicon L0 Module Production Complete
	11/29/05
	04/22/05
	04/22/05
	(151)
	0 
	Complete

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/20/05
	09/20/05
	(166)
	0 
	 

	WBS 1.7 AFEIIt
	 
	 
	 
	 
	 
	 

	AFEII Boards Complete
	09/29/06
	09/12/06
	10/03/06
	3 
	15 
	 

	
	
	
	
	
	status date:
	8/31/2005


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month forecast.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

The Technical Readiness Review for the L1 Calorimeter Trigger upgrade was held August 26/27 and a copy of the review report is attached. The review of the Silicon L0 will be held in September. One of the issues being faced by the project is handling the delay of the shutdown date. The delay in project installation is encouraging all subprojects to put additional effort in testing and verifying their upgrade piece, which will increase the labor cost of the project. This is being examined in detail to determine what should legitimately be on project and what should not, and formal change requests will be generated in September/October.
V. Procurement Highlights – V. O’Dell

All of the large procurements are now over for the IIb project except for the AFEII-t part of the project. The next large purchase will be for the production order of parts for the AFEIIt scheduled for November ’05 (~$300k).
VI. Trigger Highlights (WBS 1.2) – B. P. Padley, D. Wood

In August, work continued to focus on system integration at Fermilab in preparation for installation.  This month was the two-day Technical Readiness Review for the Level 1 Calorimeter trigger.  As the final review of the largest subsystem in the Trigger upgrade, this was a major event for the Project.  The committee was especially impressed with the enormous progress made in integrating the L1cal system in the last few months.  Also of note, all of the processors for the Level 2 beta upgrade were received and tested in August.  This fulfills the final milestone for the L2beta subproject.

Overall, we are able to conclude with confidence that all of the trigger upgrade systems will be ready on time for a shutdown starting on Oct 31st.
1. Level 1 Calorimeter Trigger (WBS 1.2.1) – M. Abolins, H. Evans

The primary focus of work in the L1Cal system in August was on preparation for the system's Technical Readiness Review, held on August 26 and 27.  The committee, made up of D0 experts and Bob DeMaat as an external reviewer, concluded "...that the L1CAL system is well on track to begin installation on Oct. 31" after having examined the current state of operations of the system as a whole, including hardware and online software.  Details of the review can be found at: http://www.nevis.columbia.edu/~evans/l1cal/meetings/050826_trr/index.html

Progress was also made on several other fronts.  Final preparation for Operational Readiness Clearance review for the Test Stand System was completed.  Official clearance to operate the system unattended is expected in the first week of September.  At Nevis, new VME/SCL boards, to be used as spares, were fabricated and tested.  One of these has now been shipped to Fermilab.  Finally, new GAB PCBs, again to be used as system spares, arrived at Nevis.  They are now in the process of being assembled and should be ready for testing on September 9.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

We developed physics trigger firmware for both MTCxx and MTM cards.  This firmware would be good for the latency measurement.  A problem developed with this firmware in sending trigger information from the trigger crate to the manager crate that we’re now trying to solve.  Testing of the splitter cards was completed.  Splitter crate construction started.
3. Level 1 Track Trigger (WBS 1.2.3) – D. Lincoln, M. Narain

With completion of the boards, we continue with extensive testing, in preparation for a start date of 31 October.  July ended with a technical readiness review and this month started with our responding to comments from the review committee.  The comments were minor.

This month, we ordered spare LVDS cables and installed extra DFEA2 boards on the platform.  We now have half of the boards on the platform.  In addition, we installed L1Muon and L1CalTrack cable supports on the crates (for the first two boards on the platform).

We have made some progress towards determining the singlet efficiency using the parallel slice on the platform.  We hope that we will have a number for the next report.  In the FCH2 test stand, the random bit test was performed and all boards passed this test.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
In trigger algorithms, work was completed on L2 vertexing studies.  A D0note was completed describing the vertexing methods.  This note will be released in conjunction with a 1st round of trigger rate studies.  For the hardware, all Run2b SBC’s were delivered and tested in August.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
No additional work was done on the STT in August.  The remaining firmware and software work depends on simulation updates, for which we anticipate new manpower in October.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

Of the remaining RunIIb simulation tasks, L1CalTrack and L1CTT have made progress during August.  (Development of L1CAL algorithms continues under the V15 Trigger Task force.)

The L1CalTrack group continues their optimization of algorithms and their understanding of the interplay between L1Cal, L1CalTrack, and L1CTT, and the strengths of each subsystem.

The L1CTT coding has made significant progress but, unfortunately, is not yet complete.  The RunIIb equation parser has been implemented, and an initial set of both RunIIa and RunIIb equations have been created in a compatible format; rate studies have not yet been completed pending the debugging of these new components.  Additional manpower has been brought to the project (from Arizona) to complete the implementation of the Trigger Terms and the IOGEN object/communication with Level 2 and Level 3.  The estimated completion date of the L1CTT code is now September 23.
VII. DAQ/Online Highlights (WBS 1.3) – S. Fuess
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

The complete order of 128 Level 3 nodes arrived during the last week of July and was installed by the vendor.  A 30-day burn-in period completed at the end of August without significant problems, and the technical approval was given for the order.  The new Level 3 nodes are now completely integrated into the running DAQ system.   This completes the hardware upgrade of the Level 3 system.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski

Online/DAQ Network: 1.3.2.1
The new Supervisor module and a 48-port Gigabit module for the Online Cisco 6509 were delivered.  This expands the gigabit networking capacity for the core servers.  Installation of these new components will disrupt the entire Online network for several hours so we’re delaying installation until either an extended accelerator down time or the start of the shutdown.
Control and Monitoring systems: 1.3.2.2, 1.3.2.3

The upgrade of the interactive control room and the event monitoring systems is a DØ operations task, and is part of the operations budget.  A requisition to add 10 new nodes was submitted at the end of July and a requisition for 6 systems for Control Room replacements was placed during August.  These are to replace older out-of-warranty systems.  We expect delivery in September.

Storage, DAQ Host, ORACLE, & File Server Systems: 1.3.2.4, 1.3.2.6, 1.3.2.7, 1.3.2.8

The remaining Host server systems, 6 dual-processor nodes, were delivered and installed in August.  The systems are being configured and integrated into the existing Host clusters.  This completes the hardware upgrade of the Host systems.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

The MVME5500 processor purchase for the control system upgrade is complete.  We continue the process of installing the new processors.  There are no outstanding issues.

VIII. Silicon Detector Layer 0 Highlights (WBS 1.6) – A. Bean, R. Lipton
Assembly of the full detector was completed in August and readout testing was started. As in the 50% test, coherent noise was found during the testing, apparently emanating from the RTD cables (for L0 temperature monitoring). Studies of the origin of this noise are ongoing. A Layer 0 installation run through was performed using the mockup of the Layer 0 installation at Lab 3, and procedures were written up.  
1. Readout (WBS 1.6.2) – R. Sidwell, K. Hanagaki
The minor modifications for the adaptor cards proposed and tested in July were implemented for all the cards in hand. Using these adaptor cards, the readout chain for the full system test has been assembled. This includes the modification of the HV pods. The gain of current reading was changed by about a factor of 10, allowing us to have 10 times better resolution.

Testing of fully populated Layer 0 was started. We verified that all the chips can be read out. The differential noise was 2 ADC counts, and behaved as expected when we changed the bandwidth of preamp. We observed pickup noise which was between 5 and 15 ADC counts depending on the module locations. This pickup noise was completely coherent, and could be eliminated by either connecting the isolated ground to the common ground, or putting the ferrite onto the SVX4 power lines, which was identical to what we had observed at the electrical testing support structure. The noise image of the RTD cables was found out. This noise is local and cannot be removed by the RTPS. We have to figure out the origin of this noise and the method to suppress it. Otherwise we will cut the RTD cables away.

2. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper
Sensor – hybrid module installation on the Layer 0 structure was completed on August 1, 2005.  All fixtures and procedures for placing modules worked well.  Measurements of the L0 profile and final measurements of sensor positions were postponed so that a readout test could be made of the full system.  Installation of temporary mounts for junction cards, a dry gas enclosure, and cooling lines for the full system test began.  The chiller to allow coolant temperature to be lowered to -10o C during the full system test does not appear to provide the required cooling capacity.  Efforts are in progress to augment its capacity.

CMM inspections of the long tool for Layer 0 installation were completed and show that the tool is quite circular in cross-section and straight.  Deflection of the long tool under gravity agreed well with FEA predictions.  Short and intermediate tools were completed by the University of Washington and delivered to Fermilab, as was a protective enclosure for shipping Layer 0 from SiDet to D0.  The protective enclosure will also aid in inserting Layer 0 into the beam pipe aperture of the north end calorimeter.

Preparations were completed for a Layer 0 installation test at Lab 3 using mock-ups of the solenoid and calorimeter ends and a mechanical prototype of the Layer 0 structure.  “Dummy” sensors, hybrids, and cables simulate those of the real Layer 0.

On the first try, the Lab 3 simulated installation of Layer 0 was successfully completed on August 17.  Procedure details were specified for each of fifteen steps by a set of dimensionally accurate drawings and a spreadsheet which gave Layer 0 and tool longitudinal positions and information on vertical deflections.  The simulated installation was successfully repeated the following day.  Fixturing and procedures worked well during both simulations.  We did learn that rails along which carriages move are not quite as straight as we would like.  A clamping arrangement to improve rail straightness and to allow faster rail alignment is being developed.

Tooling is being developed to install and align Layer 0 mounting rings and junction card mounts on the ends of the Run IIa silicon support structure.  That tooling will be tested separately.

3. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby
The RTD readout system was installed at SiDet. Readout tests show that a filter and shielding are needed to prevent noise pick-up on the RTD cables. A RCRCR filter has been modeled in SPICE. A 60dB attenuation at ~1kHz was achieved. A filter card is currently being layed out for testing in situ. Another source of noise was found to be the low voltage power supply system. A LC filter has been designed and tested in an external magnetic field. Plans for testing the filter in situ are being developed.
IX. Analog Front End Highlights (WBS 1.7) – A. Bross, P. Rubinov
1. TripT (WBS 1.7.4) – L. Bellantoni

During August, we completed testing of the TriP-t prototype parts to understand the statistics of channel to channel spread for some of the parameters such as discriminator thresholds, gains, etc. Also in August, the wafers from the production run of TriP-t chips came in from the manufacturer- they were at the lab for only a few days though- they were immediately shipped for packaging to ASAT.
In the meantime preparations for testing of the production chips continued. The tester board for robotic testing of the chips was assembled and was being debugged. Firmware for this board was developed and the writing of the testing scripts started for the robot tester. 

2. AFEII-t board (WBS 1.7.5) – P. Rubinov
The PCB design of the AFEIIt was released for production in late July and was expected back in the first half of August. The vendor encountered a problem with the manufacturing of the boards, and was not able to deliver on schedule. We asked them to supply a couple of samples of the failed (almost completed) boards, for examination by us, to determine that there were no other problems. Unfortunately, we did find a problem where the vendor was assembling the boards with the wrong stack-up (stack-up is the order in which the internal layers of the board are assembled), contrary to the documentation we provided them. This caused another 1 week delay as the vendor had to make another set of boards (at no expense to us, except time). In the end however, this was resolved and correctly built boards were sent to the assembly house, together with the complete part kits, for assembly. In the meantime, Fermilab engineers worked on preparing the first draft of the firmware, to be ready to launch into debugging once the completed boards returned to the lab.

3. Code Development (WBS 1.7.6) 

No progress.
X. Schedule Variance Analysis (as of 31 August 2005)
Schedule variances are reported against director’s milestones in section III.  Fourteen milestones have been successfully achieved.
1. D-Zero Run IIb Trigger Upgrade (WBS 1.2)
The L2STT lost 45 days in the last month due to lack of manpower for simulation work. While the simulation work is not part of the project, it is needed as input for the firmware and online software work needed for the L2STT to work. The simulation manpower is anticipated to begin in October. The STT milestone slippage also caused the L2 milestone to slip 40 days.
2. D-Zero Run IIb Online (WBS 1.3)
There is no unfavorable schedule variance for this subproject and its milestone has been met.
3. D-Zero Run IIb Layer 0 Upgrade (WBS 1.6)
There is no unfavorable schedule variance for this subproject. 
4. D-Zero Run IIb AFEII Upgrade (WBS 1.7)
The AFEII lost 15 days in the last month due to problems fabricating the AFEII boards at the vendor. The boards were successfully fabricated and sent to be stuffed.
XI. Department of Energy Milestones (as of 31 August 2005)
No DOE milestones were predicted or achieved during the month of August.  Table 2 (below) shows the status of all DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L1 Milestone   (8/05)
	Last Month's Forecast (7/05)
	This Month's Forecast (8/05)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	08/16/05
	10/12/05
	(52)
	40
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	09/15/05
	09/15/05
	(136)
	0
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	05/23/05
	05/23/05
	(96)
	0
	Complete 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	09/20/05
	09/20/05
	(166)
	0
	 

	WBS 1.7 AFEIIt
	
	
	
	
	
	

	AFEII Boards Complete
	09/29/06
	09/12/06
	10/03/06
	3
	15
	

	
	
	
	
	
	status date:
	8/31/2005


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XII. Cost Performance Report (as of 31 August 2005)
This report is generated from COBRA and provides a summary of the WBS 1.2-1.4 costs of the Project down to Level 3 of the Work Breakdown Structure.  Silicon detector subproject closeout costs are not tracked here.  Input data originates with the status (% Complete) of the Project schedules as reported by the Level 2 managers and actual costs extracted from the Fermilab accounting system.  Where possible, costs are accrued for items that have been delivered, but not yet invoiced. Financial summaries are shown for this reporting period (columns 2-6) as well as the project to date (columns 7-11).  Column 12 contains our baseline BAC, and will only be changed after the formal implementation of the Change Control process.  Column 13 is the projected BAC, based on the current month’s schedule.  
Some salient features can be seen in the CPR. Firstly there are cost overruns in both the Silicon Layer 0 and the AFEII subprojects. In both cases these overruns are due to additional labor. In the Layer 0 case, additional labor is being used for final detector assembly and checkout, and these overruns will continue into the fall. We plan to correct this with a change request to reflect the actual labor needs of the subproject. For the AFEII we are in the process of understanding the labor spending with respect to the project file budget.
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XIII. Obligation Reports (as of 31 August 2005)
The DZero Obligation Reports can be found below. The first report shows total obligations without the cost of the original Run IIb Silicon and related closeout costs. The second report shows all obligations.
[image: image3.png]DO Project Obligarions Report Through 31 August 2005
(Without Silicon Close-out Costs)

0 TS EQU - August FYO5 TN K

Current  Current YTD Current  Prior Yr  Total Project
Expenditure Month Month Obligations  Current PO Reqsin  Total  Cost by WBS
Total Cost _Obligation wiindirect Open Comm Process  GCost Level2
Trigger 5478 3110
SWF 193.6 0.0
OH 1120 1.9
Total 1.2 1.153.4 323.0

WES
SWF

OH

Total 1.3

[Administration WES
SWF

OH

Total 1.4

Cayer 0 Silicon WES
SWF

OH

Total 1.6

AFEITT WES
SWF

OH

Total 1.7

Grand Total 2071 38035





[image: image4.png]DO Project Obligarions Report Through 31 August 2005
(Including Silicon Close-out Costs)

0 TS EQU - August FYO5 TN K

Current  Current YTD Current  Prior Y Total Project
Task Expenditure Month Month Obligations  Current PO Reqsin  Total  Cost by WBS
Number Categor Total Cost _Obligation wiindirect Open Comm Process  Cost Level2
flicon Detector WES
SWF
OH
Total 1.1

Trgger WES
SWF

OH

Total 1.2

WES
SWF
OH
Total 1.3

[AdmimTstration WES
SWF

OH

Total 1.4

Cayer 0 Silicon WES
SWF

OH

Total 1.6

AFEITT WES
SWF

OH

Total 1.7

Grand Total 2071 3.0536 4358 3105 30082














Run IIb D-Zero Detector Project
Page 9
Progress Report No. 33
August 2005


