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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

A lot of effort was put into project rebaselining in light of the director’s decision to descope the full silicon upgrades for both CDF and D-Zero. During the months of October and November we put together a Conceptual Design Report for a descoped silicon project. This project, the D-Zero Layer 0 Silicon Detector, is a single innermost layer of silicon detector installed on the new (smaller) beampipe. This detector is designed to salvage lost tracking and b tagging efficiency as the Run IIa silicon detector ages. 

Trigger integration of prototype boards continued and in October we saw a successful integration of the L1 Calorimeter prototype ADF and TAB boards. Outputs were checked for the Calorimeter Track-Match cards. New university groups were brought in in order to take over the production and simulation of the ADF boards and commissioning of the L1 Calorimeter. The project rebaselining includes these efforts.

A new upgrade was defined for the Central Fiber Tracker readout electronics. The R&D for this effort has been ongoing as we gain experience with the current electronics. Once prototypes have been fabricated and tested, D0 will hold internal reviews to decide on the best course of action. This upgrade has been conditionally approved pending results from the R&D phase.

III. Project Milestone Summary

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003. Shown as open diamonds on the same line are the project’s projected dates for achieving the milestones. Actual dates of achieving milestones are shown as solid stars. The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date. Note that the projected L1 Cal-Track milestone date for production and testing is beyond the DOE baseline milestone. This is due to a change in how the calorimeter track-match trigger will be tested – the early prototype is identical to the current muon L1 trigger board, and the L1 cal and CTT prototypes are being tested with the muon trigger board to assure compatibility. The Cal-Track match is not a critical path item.  We plan to review the dates for this plan and make a change request for next month to move the official milestone date in sync with this plan.

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report.
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
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Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – J. Kotcher

Rebaselining of the project was performed in October and November. For details of the rebaselining see http://.

The silicon Layer 0 project was organized and L3 managers found to manage the descoped silicon project. A complete Conceptual Design Report was written.

The trigger project added an additional central fiber tracker readout electronics upgrade, which was conditionally approved.

V. Procurement Highlights 

The order for sensors from Hamamatsu for the full RunIIb silicon upgrade was cancelled.

The next major procurements, the layer 0 sensors, analogue cables and …, are scheduled for end of March at a total cost of  nearly $300k. ($161k for the sensors, $35k for the hybrids and $100k for the analog cables). First contact with Hamamatsu suggests that the sensors will come in well under budget.

VI. Silicon L0 (WBS 1.6) Schedule and Budget Information – A. Bean, R. Lipton

The Layer 0 Conceptual Design report was completed.  Progress was made in specifying detector support structures, pitch adapters, and sensor design.  Run2b two chip hybrids were received and successfully tested.   These can be used for the Layer 0 project with minor modifications.  The Run2b inner layer support structure was completed at the University of Washington and will be delivered to Fermilab in December.  A decision was taken to electrically isolate the detector at the adapter card and a preliminary design was presented.  The final closeout shipment of Run2b layer 2-5 sensors was received.  A sample of these sensors was tested for current, breakdown voltage, and stability.  

An MS project schedule for Layer 0 production was developed and reviewed.  A plan was developed to reallocate NSF MRI grant money to the Layer 0 project and associated institutional responsibilities were defined. The Layer 0 project was reviewed by the Fermilab Program Management Group on November 3rd and given preliminary approval.

1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

Preliminary sensor drawings were completed and contact with the sensor vendor was initiated.  The last batch of 262 Run2b layer 2-5 sensors was received.  Tests of these sensors continued with all VI tests now completed. Long term testing of sample detectors has shown that holders that touch the detector surface affect the sensor characteristics.  New tests are underway with bare sensors.

2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell


We received 25 Layer 0 (run2b type) hybrids from Amitron. These will be used 
to prototype Layer 0 readout.The decision was made to use Molex 1.5mm connector on the hybrid in lieu of  the AVX 2mm connectors previously planned for Run2b. The purpose of the change is a lower profile. 


We made a study of readout options with the goal of electrical isolation of Layer 0 from the rest of the D0 detector. Two general schemes are envisioned: 

1. do the isolation on the modified Run2b active adapter card 

2. build new readout cards deployed in the cathedral, and thus 60+ 
feet from the detector. These new PCBs would replace the existing 
interface and adapter cards. Tests were performed of the transmission of 
signals over this distance using PCB fixtures to allow this testing with 
existing twisted pair cable prototypes. With 34 gauge cable, a 20% 
attenuation of the signal is observed, as expected. The test system 
started failing at cable lengths over 40', possibly due to timing issues. 

Bench tests were initiated of components that might be used in on the 
Run2b adapter card. Figures of interest include time slew of signals, 
sensitivity of isolaters to magnetic fields, and signal rise and fall 
times. A workshop is planned for Dec 3 to decide on the scheme for 
grounds isolation. 

3. Mechanical Design and Assembly (WBS 1.6.3) – W. Cooper

Run2b Layer 0 support structure prototype was completed.  Progress was made in specifying clearances, z locations, acceptances and lengths for alternative sensor designs.  Progress was also made in modeling support structure characteristics and specifying the cooling design and materials.  A pitch adapter scheme for terminating the analog cables and integrating the bias connections was proposed and accepted.

4. Detector Modules and Integration (WBS 1.6.4, 1.6.5) – L. Bagby, J. Fast

No production work was done.  All equipment has been moved from the Lab C North to South clean room. A new locker was made available and put in the Burn-In room.

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

In addition to the continued technical progress on the trigger elements, we did substantial planning and organization in October and November.

We had a very successful trigger upgrade workshop over the weekend of October 11-12.  About 35 people attended, including physicists and/or engineers from 15 institutions.  In addition to discussions of the prototype tests results, we also covered strategies for installation and commissioning of the new trigger systems with minimal downtime for the experiment.  The workshop was also an opportunity to review some of the experience from commissioning and running the Run 2a trigger systems.

Several new groups and individuals joined the trigger upgrade effort. Most of this effort was directed at the responsibilities formerly covered by the Saclay group.  MSU had already agreed to taking over the production of the ADF cards themselves.  In addition, IUC has  agreed to take over the SCLD, the timing distribution card for the ADFs, and UVA has expressed interest in taking over the digital filter studies.  Emmanuelle Perez of Sacaly was replaced by Emanuela Barberis of Northeastern as one of the Level 3 managers of the simulation effort.  More details of the changes of responsibilities are in the individual Level 3 reports.

In November, there were rebaselining reviews at the laboratory and the DOE.  The rebaselining did not change the trigger project, with the notable exception of the ADF effort, where new resources were added to support the groups that were taking over the Saclay responsibilities for the ADF hardware. In addition D-Zero received provisional approval of a new trigger subproject, the replacement of the CFT readout boards, depending on the outcome of the current prototyping work. At the end of the prototyping period, summer of 2004, the project will be reviewed by D-Zero and by the laboratory.    

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

The main progress made in the L1Cal system in the month of October was the successful series of integration tests performed at Fermilab from 10/8 - 10/17. All major goals of these tests were accomplished, including:

· ADF receiving timing from SCL via ADF Timing Test Card

· TAB receiving timing from SCL via VME/SCL card

· Small volumes of data transferred from ADF to TAB with data integrity checked by hand

· Large volumes of data between ADF and TAB with parity checking

· Fermilab Test Waveform Generator used to transmit fake data to ADF


In addition we were able to test the data transfer between the TAB and L1Muon cards, which use the same transmission and reception hardware as will be used in the L1 Cal-Track match system.

· TAB to Cal-Track (actually L1Muon) data timing

· Verified that fake energy deposits in the TAB produced the expected increase in L1Muon trigger rates (data integrity check).


After the integration test, all test boards were shipped back to Saclay and Nevis for continued study.


Since the participation of the Saclay group in the project will come to an end in the coming months, we began the process of knowledge transfer from their experts to the groups that will take responsibility for the production of the prototype boards designed and built at Saclay. During the month of November work continued on the prototype boards at Saclay, MSU and Nevis based on the results of the October integration tests. We also began the process of knowledge transfer from Saclay to MSU and UIC, who will take charge of the production of the ADFs and SCLFs, respectively.


An MSU engineer, Dan Edmunds, is working closely with Denis Calvet, the Saclay engineer who designed the ADF, on modifications to the current ADF prototype to address some of its limitations. After this period of collaboration on the pre-production ADF, MSU will assume responsibility for the production of the boards.


The D0 group at University of Illinois, Chicago will take over the other main Saclay board - the ADF Timing card. First contacts have been made between the Saclay and UIC groups to transfer the existing work to Chicago. Saclay has also produced documentation for the Serial Command Link Fanout (SCLF) card that will be produced by UIC. UIC is reviewing this documentation and has had preliminary phone meetings with Nevis engineers to discuss how SCL functionality was incorporated into the VME/SCL card used by the TAB/GAB system. A video conference between the Saclay and UIC engineers is scheduled for early December.


Studies of digital filtering will also move away from Saclay, with University of Virginia taking over the task.


At Nevis, the emphasis of the project has now shifted to the Global Algorithm Board (GAB) prototype. The TAB/GAB test card, completed last month, and used to mimic ADF-to-TAB data transmission was also used to test the TAB-to-GAB data transmission. This transmission is accomplished using built-in LVDS drivers and receivers on the Stratix FPGAs and runs at 636 MHz. Tests indicate that error-free data transmission can be obtained at this rate for a wide range of relative transmission and reception timings giving us confidence that our design is solid. Work is now moving forward on final checks of the GAB layout, with submission of files to the fabricator foreseen for mid-November. At Nevis, checking of the prototype GAB layout was completed in November and the board was submitted to the fabricator for a quote on December 1. It is anticipated that fabrication will be finished in the beginning of January. Some changes were also made to the TAB firmware to aid in the next round of integration tests at Fermilab.


Good progress was also made during October on the overall online system for the Run IIb L1Cal. MSU is coordinating this work and has layed out a framework for the online system. Contacts with groups responsible for individual hardware components have been initiated and work is ongoing to integrate the separate prototype test packages into a coherent whole.


Finally, we had a very fruitful Run IIb Trigger Workshop on October 11-12. Group responsibilities and installation and commissioning strategies were extensively discussed. Additionally, we made first contacts with new groups interested in simulation studies of the L1Cal that are needed to optimize the design of specific trigger terms


The next integration round is foreseen for late January or February and will aim at sending real data from the splitters through the ADF to the TAB. We will also verify our ability to send data to the L2 and L3 trigger systems - the last remaining test of the TAB prototype.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

Little was done this past month as we focused on l1mu work during the accelerator shutdown at Fermilab.  However we used this accelerator downtime to install all cables between the detector platform and MCH1. We also installed VME crates in MCH1 and began running trigger and timing cables from MCH3 to MCH1. The SLDB receivers were sent out for production.  Final review of the MTCxx card design and layout continued.  It is now only waiting a final ok from K. Johns.  Work started on the small design changes for the MTCM.  FPGA work also continued for testing the serial link transmitters and receivers on the UFB. Skeleton code for tsim_l1caltrack was tested.

3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

For the DFEA preproduction I, the PCB was received back from the manufacture in October.   Two boards were partially assembled and tested with power terminals, etc., and then the board was sent to an assembly house for mounting the FPGA's and connectors.  The first vendor returned the board because the FPGA's were too complicated for that particular vendor.  The board was sent to a second vendor, who has agreed to do the job and should return the board some time in December.

In the meantime, Shouxiang Wu designed a tester board for the DFEA board (a small motherboard) and that was also sent to the vendor for PCB and assembly.

In the October trigger workshop, several parallel sessions were devoted to the CTT upgrade. 

Also in November a study of the chip resources as a function on the number of equations for all 4 pt bins were done for various scenarios of inefficiencies. Looks like two XC2V4000 or one XC2V4000 and one XC2V6000 will be fine.

4. Silicon Track Trigger (WBS 1.2.5) – U. Heintz

The STT upgrade was on hold awaiting the rebaselining outcome for the Layer 0 silicon detector.  Now that the Layer 0 is approved, the STT upgrade will resume procurements.

5. Trigger Simulation (WBS 1.2.6) – E. Berberis, M. Hildreth

L1CTT simulation report: There has been work in generating events and determining the real light-yield and threshold settings to generate equations (so that we know how much FPGA resources we need). This would account for another 10% towards completion of the "optmize  algorithms" task.

L1Cal simulation report: The status of L1Cal has been unchanged over the past month. The current package, tsim_l1cal2b, is functional.

L1Caltrack simulation report: working on tsim_l1caltrack which will become the "official" L1caltrack simulator. Used tsim_l1example as a starting point in which L1ctt (run2a) info was imported. Presently working on the L1, L2, and L3 message structure which is based on tsim_l1muo. We estimated completing the first version in early January (still missing: "run2b" l1ctt info or algorithms).

Overall: Ela Barberis is taking over from Emmanuelle Perez . Mike and Ela are developing an overall short/long range plan and resources. With the new generated samples we are probably looking into having a short term common executable to study real gains of the trigger systems in comparison to (and using also) latest versions and ideas of the Run2a trigger list.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess
Most of the DAQ/Online activity continues to be centered around Run IIa operations, but some preparations and early Run IIb activities are in progress.  This report will continue to focus on those activities specifically aimed at, or part of the Run IIb schedule.  The Run IIa activities in the schedule (placed there as a recognition of tasks either as precursors to Run IIb tasks, or as competition for resources) are not explicitly mentioned in this report.

Prior to this time period a continuing long-term task required for Run IIb was the computing support for SiDet test stands.  With the cancellation of the Silicon Detector upgrade project, test stand work has ceased. No effort is currently being expended in support of these systems.  With the initiation of the Layer 0 proposal, it is possible that some moderate amount of test stand work will be resurrected, at which time it should be expected that computing support will again be necessary.  For the moment, tasks (1.3.1.5.2, 1.3.3.2.2) associated with support of efforts at SiDet will remain in the schedule, but will require no effort and will not be reported upon unless the situation changes.

The most significant progress in this report period involved the acquisition and installation of the first Linux Host system and its supporting SAN storage system.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

The purchase of nodes for the Level 3 processor farm in support of Run IIb is scheduled for mid 2005.  Prior to that time the
Level 3 farm is managed, funded, and supported as part of Run IIa operations.  These Run IIa Operations tasks were included as precursors of the Run IIb purchases.

A small purchase, 16 nodes for approximately $30K, was expected in FY03.  A requisition for this purchase was submitted 8/8/03, but did not progress to the hands of a buyer before the end of the fiscal year.  As the computing capacity of these additional nodes was not urgently required for Run IIa operations, it was decided to postpone the purchase, effectively canceling this task in deferral to the planned FY04 purchases.  A great deal was learned in this process about the time and effort required to acquire evaluation units, prepare a specifications and requirement package, go out for bids, acquire and install the systems, and perform acceptance tests.

A 32-node purchase is planned for FY04, reflected in schedule tasks 1.3.1.1.2 and successors.  This task is scheduled to begin on 4/1/04, leading to operational nodes by 10/18/04.  We expect to start this task in 1/04 and to accelerate the process, with the goal of having the nodes operational no later than 6/04.

The Run IIb purchase of Level 3 nodes will remain in 2005, with no expected slippage of the acquisition date.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
.

Ten dual-processor Linux nodes were delivered on 10/8/03 [schedule was 10/2/03].  There was a delay in the installation of these nodes in racks in the computing room, but they were operational by 11/17/03 [schedule was 10/30/03].  The vendor for these systems is that also selected for the Host system of 1.3.2.6.2, so there has been valuable experience gained in the interaction with the vendor.

Storage Systems: Components of a Fibre Channel SAN - an FC switch, an FC JBOD disk chassis, and associated host bus adapters – were purchased and installed as part of Run IIa Operations R&D.  The final components arrived on 11/3/03.  This task, 1.3.2.4.2.1, scheduled to begin 9/16/03 but actually starting 11/3/03, is for the operational evaluation of this SAN equipment, leading to a purchase in Spring 2004.  With the success of testing to date, the successor tasks are expected to be completed as per the schedule.

We also worked on the evaluation of RAID components in advance of a larger purchase in Spring 2004.  As with task 1.3.2.4.2.1, the final components of a Run IIa Operations R&D effort were assembled with the last remaining components arriving 10/31/03. Scheduled to begin 9/16/03, this task actually began 11/1/03 with the installation of a complete RAID array.  Progress in configuring and testing the array has been excellent, and the completion of this evaluation task remains on schedule for 4/12/04.

DAQ Host Systems: These tasks are sequential steps in the delivery, commissioning, activation, and operation of a multi-processor Linux server node, the first of six planned to support Data Acquisition, Databases, and File Server functions.  The system was delivered 10/23/03 [scheduled 10/8/03] and made operational 11/17/03 [schedule milestone was 11/5/03].  The schedule delay resulted from end-of-year procurement delays and a competition for personnel resources for installation. The system is in active use for tests of its network and I/O performance.

ORACLE Systems:

One function of the Host Linux server system is as a platform for an ORACLE database.  This task, in progress since 7/1/03, has evaluated the operation of ORACLE on a Linux server.  We are at the point of proceeding with the successor task, 1.3.2.7.2, of ordering a dedicated ORACLE server.

File Servers:

These tasks are for the evaluation, purchase, and delivery of a Linux File Server node.  The original schedule has the delivery of this node scheduled for 12/5/03.  As the File Server node is expected to be nearly identical to the DAQ Host node, and will make extensive use of the SAN, we would prefer to continue tests on the DAQ Host node before making the purchasing decision.  No problems have been noted, but the complete sequence of tests is not yet complete.  As a result, the evaluation task (1.3.2.8.1) is to be extended by 6 weeks to 2/2/04.We expect the eventual milestone in this chain of tasks, active use of the File Server (1.3.2.8.5) to be delayed accordingly.  The only successor to this milestone is a 48-week evaluation period, which can be reduced to keep subsequent activities on schedule.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

The only Run IIb Control System tasks in this period were associated with support of SiDet test stands.  As that effort has ceased, there has been no activity in this area.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
IX. Schedule Variance Analysis

Schedule variances are reported against director’s milestones in section 2. Two milestones have been successfully achieved. All remaining milestones are projected ahead of the DOE baseline dates. Level 2 milestones with significant slippages in the last month are detailed below.

1. D-Zero Run IIb Silicon (WBS 1.6)

Note that this is a new item and this is the first report for which we have submitted information. Thus there are no slippages during the month, by definition. 

2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

1. L1 Trigger TAB/GAB Prototyping Complete. Slipped 19 days in one month. This is due to adding an extra step to test the data communication part of the TAB/GAB interface before making the Prototype Gab.  (That is we prototyped the part of the GAB doing the data communication)  This is wise since it is probably the most difficult part of the board and prototyping it in isolation means we don't spoil an entire  GAB prototype cycle with data link problems.  Instead we identified and solved those problems first. This testing was successful and so one can consider this isolated aspect of TAB/GAB testing as complete. The prototype GAB board is out for fabrication now.

2. L1 Trigger Cal-Trk Match Production and Testing Complete. Slipped 30 days in one month. This was discussed in section III above. We will be making a formal change request in January.

3. L1 Central Track Trigger Production and Testing Complete. Slipped 40 days in one month. This was caused by delays in the board vendor, however the board has come back and is going out to be stuffed. The project is comfortably ahead of the DOE milestone and is not critical path. 

3.  D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3

X. Department of Energy Milestones


No DOE milestones were scheduled or achieved in October/November 2003. 
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