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Attached is the monthly report summarizing the June 2004 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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June 2004

I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Silicon sensor testing is ongoing at Stonybrook in anticipation of the arrival of the sensors from Hammamatsu. KSU has been contacted to perform the irradiation tests on the sensors when they arrive. The full sensor QA program was recently reviewed within the group. The production analog cables were received at Zurich and are being inspected. It was decided to install four hybrid chains during the summer 2004 shutdown and to read them out with the SMT in order to fully understand the SVX4 operations with the rest of the readout system and to get the online software ready for the full Layer 0 readout. The University of Washington has been working on the Layer 0 mechanical structures and installation fixturing. They have done finite element calculations of the stresses on the connections between PEEK coolant manifolds and carbon fiber structures and have found that the stresses will be acceptable. Some problems were found during machining of the mandrel for the full length inner cylinder and delivery of the first electrically and mechanically accurate support system is now expected at the end of July. A conceptual plan for installing the Layer 0 detector in the experiment using the existing Run 2a beam pipe as a guide to move the Layer 0 into place was developed. Layer 0 installation clearances were studied and some plans for increasing clearances, if necessary, were discussed. The initial silicon assembly fixtures made at the University of Michigan were received at Fermilab and are acceptable. Final studies of the low voltage system are in progress in preparation for installing it during the 2004 summer shutdown.  

For the trigger upgrade, the layout work for the ADF v2 board continued at MSU. Progress is also being made on firmware and control software for the board. The SCLD board, which is needed to test multiple ADF cards simultaneously, is now in hand and is being tested. The custom backplane for the TAB/GAB was received and installed in its crate and the TAB and GAB prototypes tested with the new crate. TAB/GAB firmware is progressing. TAB L2/L3 tests and long-term data integrity tests between the ADF and TAB are scheduled during July. 

The preproduction Cal-Track Match MTCxx continued and the production MTCM (crate manager) is being readied for assembly. The layout for the L1 CTT combined motherboard/daughter cards was completed and parts ordered The stand alone tester (DSAT) design was completed, reviewed and fabricated. The assembled boards are expected by mid-July. The DFEA backplane and crate controller layouts were completed. The bare LVDS boards were shipped at the end of June. A new single board computer from Concurrent Tech was tested as a candidate L2 Beta processor, and some minor hardware designed in order to install the processors on the existing boards. L2 algorithm development has started. All parts for the STT in danger of obsolescence have been ordered and the fibers and splitters have been received back and are waiting for testing. 

An impressive amount of work has continued in trigger simulation. Tools have been completed to allow a full simulation of the upgrade trigger on current raw data and Monte Carlo. Implementation of Run2a performance for electron triggers, both at Level 1 and at Level 2, is underway and comparisons are being made in efficiencies and turn on curves with the current trigger. The L1 CTT trigsim simulator is being modified to use both run2a and run2b equations.
The AFE II work is delayed due to a longer than anticipated time for the layout of the AFE II board. The current estimate for completion is the end of July. Currently the project plans to review the status and performance of the board in January before deciding to recommend this upgrade to laboratory management.  

The online systems are progressing well. Most of the new server system backbones will be installed during the 2004 shutdown with the bulk of the CPU and disk purchases in 2005. 
III. Project Milestone Summary (as of 30 June 2004)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section VIII of this report. 

[image: image1.png]Fun 1o Trigger Diractor's Milastonas =
‘Sorad by Forecast Date

w s e | e | e [Soatoln[Setont o[ Seel st et e
T2 T
5 cmrrte T TASSAS o o T ann «
™ s s s s avaw o e
e i i A wgC | VB s wran o e
S e Tk g ot TG | o an o .
o e e i g Sange | s ain S .
R e s win o .
e won o> .
V5 Ucummee migw Mot snsTamg ok sene oo - ¢
e e o Tawgcape | o anoes woan o e
£50utne
V55 anie spekn i i e GoR e o o oe
46 Loyer bt Detector
e sy cor e o e orw
B e i o ame o
[ —— e @
R ——— e e .
o oSt e ey s W o - -
ET T T er——y ErmT—





Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.

	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (6/04)
	Last Month's Forecast (5/04)
	This Month's Forecast (6/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	05/16/05
	05/16/05
	(153)
	0 
	 

	Start Production TAB Fabrication
	02/25/05
	09/14/04
	09/14/04
	(108)
	0
	 

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	01/31/05
	4/1/2005
	(138)
	44 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	05/26/05
	05/26/05
	(148)
	0
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	01/24/05
	01/24/05
	(236)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	01/31/05
	4/1/2005
	(187)
	44 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	06/15/05
	5/24/2005
	(153)
	(15)
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	07/05/05
	6/13/2005
	(202)
	(15)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	09/22/04
	09/22/04
	(112)
	0 
	 

	All Sensors Delivered and Tested
	05/23/05
	10/26/04
	10/26/04
	(138)
	0 
	 

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/18/05
	2/24/2005
	(128)
	27 
	 

	All Adapter Cards Delivered and Tested
	10/17/05
	02/23/05
	02/23/05
	(165)
	0 
	 

	Silicon L0 Module Production Complete
	11/29/05
	03/23/05
	4/29/2005
	(146)
	27 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/21/05
	8/26/2005
	(182)
	27 
	 

	
	
	
	
	
	status date:
	6/30/2004


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

Preparations for a director’s review of the Run IIb upgrade are in full swing. Remaining University MOU’s are being completed. Because of the recent rescope of the CTT project, an additional level 3 manager for the L1 Central Track Trigger (Don Lincoln) to augment the current L3 manager was identified. Don will be focusing on the installation/commissioning needs of the CTT as well as coordinating the efforts between BU and FNAL. 
V. Procurement Highlights – V. O’Dell

No large procurements were made this month or are anticipated for next month. All of the major Layer 0 procurements have already been placed. The next large procurement (approximately $100k) will be through MSU for the ADF v2 boards this summer/fall.

VI. Silicon L0 (WBS 1.6) Schedule and Budget Information – A. Bean, R. Lipton

The subproject continues to be on schedule and within budget.  
1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

Testing has continued at Stony Brook in preparation of the arrival of the sensors from Hamamatsu.  A full scan of L2_208 was completed and all results agree with previous results.  The measurements included IV curve and CV curve on the full sensor, plus coupling capacitance, dielectric current, leakage current, polysilicon resistance, interstrip capacitance, and interstrip conductance on all of the strips (639) or alternate pairs of strips.  The one bad strip (high polysilicon resistance)

found in June, was also found last summer.  Preparations are underway to measure the intermediate strip capacitance of alternate strips.  Part of the QA program of the sensors is irradiating test structures at Kansas State University.  KSU has been contacted and they are getting ready to start the irradiation studies when sensors are received.  The full QA program was reviewed recently within the group. 
2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell

The production analog cables have been received from Dyconex and are being inspected at Zurich.  Five preproduction L0 hybrids have been assembled at NXGen assembly house with 100% yield.  Wirebonds on 4 hybrids have been encapsulated and thermocycling tests started for them.  Discussions continued on the specs for the LV/HV part of the twisted pair cable with focus on optimization for the shielding and ground connections.

It has been decided to install 4 hybrid chains during the 2004 shutdown to read out together with SMT.  This will allow to fully understand operation of the SVX4 chips together with the rest of the readout system and develop all necessary online software tools for the future operation of L0.  The mapping for these four channels has been worked out.

Work proceeded on testing of the existing L0 module prototypes.  It has been confirmed with laser measurements that the charge collection and the gain of the readout chain are in agreement with those parameters previously measured using injection of charge into the SVX4 preamp input.
3. Mechanical Design and Assembly (WBS 1.6.3) – W. Cooper

The University of Washington completed finite element calculations of stresses in the connections between PEEK coolant manifolds and carbon fiber based structures; the calculations show that stresses will be acceptable.  Fabrication of PEEK manifolds and other parts for the first L0 support structure continued.  Difficulties were encountered during machining of the mandrel for the full length inner cylinder, requiring the development of alternative machining techniques.  Delivery of the first electrically and mechanically accurate support structure is now expected at the end of July.

A L0 mechanical installation plan was presented at the Fresno D0 workshop.  Fixturing used during installation of the Run 2a beam pipe will be modified for use during L0 installation.  The Run 2a pipe would partially support and guide L0 as L0 is moved into place.  Additional support would be provided via a cradle which would extend from the end calorimeter to the end of the Run 2a silicon support structure.  Finite element calculations indicate that deflections of the assembly during installation should be acceptable.

L0 installation clearances were also discussed during the workshop.  Tests will be performed by the electronics group to verify the effects of reducing or eliminating cable spacers to increase installation clearances.  A design was developed for digital jumper cables and junction cards which eliminates the need for sharp bends in the digital jumper cables and increases radial clearances during L0 installation.  Digital jumper cable lengths have been specified.

Fabrication of silicon assembly fixtures continued at the University of Michigan.  Initial fixtures for gluing analogue cables were received at Fermilab and are acceptable.

4. Detector Modules and Integration (WBS 1.6.4, 1.6.5) – L. Bagby

The Isolated Low Voltage Power Supply system design is currently being reviewed for noise and ground loop issues.  The fuse panel and interlock system designs are progressing.  A mock-up of the junction card area is being built to work out installation concerns. 
VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

The D-Zero collaboration held its annual workshop this year at California State University at Fresno, California on June 7-12.  Triggers were one of the main themes of this workshop.  There were no less than nine sessions devoted to triggering and related subjects, such as trigger simulation.  Another important theme was installation and commissioning, and significant advances were made in understanding the tasks and manpower requirements for bringing the upgraded systems into full operating mode.

For the upgrade trigger project, this was a very useful workshop and helped to further our focus on installation and commissioning as the prototype phase of the hardware draws to give way to production of final boards.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

Layout related work on the ADF v.2 at MSU continued in June.  This work is proceeding smoothly and on schedule.  Progress is also being made on firmware and control software for the board.

The SCLD board was received back from the assembler at Saclay on June 23.  Testing of this board is going well.  It has already been used to send local timing signals to the v1 ADF.  So far, no problems with the board have been found that would require modifications to the layout.

At Nevis, the custom TAB/GAB backplane was installed in its crate.  A short was found in one of the slots, but other than that the backplane works well and is being used in continuing TAB-to-GAB data transmission tests.  No difference in performance has been observed with the boards in the crate.

Work has also continued at Nevis on TAB and GAB firmware.  Modifications to the existing code are being made to make it more easy to simulate.  This will help in testing the first and/or terms that will be implemented in the GAB's firmware in the next few weeks.

Generally smooth data taking at Fermilab coupled with the schedules of the required experts prevented us from finding sufficient down-time to perform TAB L2/L3 output tests in June.  These tests, as well as long-term data integrity tests between the ADF and TAB, should be possible to accomplish during July.

The UIC group, along with Fermilab engineers and technicians, has proposed a design of the interface between the BLS cables and the ADF inputs. This design has significantly better impedance matching than previous ideas and makes extensive use of commercially available parts that have been used in other systems at D0.  Samples of various components of the system of cables and patch panels are now available and will be tested over the next few weeks.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

Testing of the preproduction MTCxx trigger card continued. The production MTCM crate manager was fabricated and being readied for assembly.  

Work on the rack infrastructure continued in the first floor of the Movable Counting House (MCH1) where the cal-track crates are installed.

3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

DFEA/DFEM:

The combined logic board layout was completed.  Orders for parts were started, while some are parts already in hand.  Quotes for PCB fabrication were requested from vendors.  Firmware development for the combined board was started.

DSAT (stand-alone tester):

The DSAT PCB design was completed, reviewed and fabricated.  All parts order and received. The assembled boards are expected by 7/14.  The firmware is well underway.  Preliminary control software for the DSAT has been written, and a preliminary GUI for download to the DFEA via DSAT was completed.  The DSAT should be ready for initial testing of the DFEA boards when they become available.

DFEA backplane:

The layout is finished, and production review was concluded without changes.  Part collection/ordering for the actual crate hardware started.

DFEA Crate Controller:

The layout was finished, and the production review done with minor changes.

Optical DCL (host side):

We decided not to go through the Cicso switch.  The reason for this is that the available slots are needed for more copper Gbit links.  We have four optical Gbit NICs, two of which are installed in online machines for tests.  We have a linux sender driver, and work is ongoing on a linux receiver that emulates the firmware receiver.  This will allow us to test the sender(s) before we have the actual receiver (on the crate controller).

LVDS splitter:

The bare PC boards were shipped on 6/29.  They still have to be stuffed.

4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
For task 1.2.4.3.1.1 "Verify software compatibility / hardware interface patches", we have built ~50% of power interface cable need to supply mezzanine board on new SBC from Concurrent Tech.  We are waiting for an additional part to complete prototype cable.  We drafted the design plan for production cables, if we decide to use Concurrent Tech boards in RunIIb.  Production cables would use a pair of small 4-layer circuit boards to simplify connections on each end.  These simple boards would require only 1-2 days of Grad Student time to design.

Software/interface tests will commence when the prototype cable is finished.

For task 1.2.4.1.1.2 "Develop &  Simulate New Run2b Algorithms (UVa)", we are setting up trigger simulator and offline analysis tools to begin algorithm development (coarse vertexing at L2).

We continued discussions of proper design to increase L2 functionality to all allow trigger branching.

5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
Fibers and Splitters are back and we will start testing them soon. The tests should be complete around the end of August. Design and prototyping of the hotlink repeaters is continuing and should be done early fall. All parts have been ordered for all the boards, and most have been received.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

Work is in progress on the study of the choice of algorithms for the Run2b electron Level 1 Calorimeter triggers.  Different choices are studied and compared for the size of the core, the total size of the sliding window, and the separation among trigger objects.  Results using different physics process (isolated electrons, di-electron, electron with jets) are compared, in terms of efficiency vs. rate (varying isolation and electromagnetic fraction values) and turn-on curves.  The performance of the algorithms is then compared with the current performance of the Run2a trigger system at Level 1.  Implementation of Run2a performance for electron triggers, at Level 2, is under way for further comparison.

We have begun to re-optimize the Level 1 Calorimeter tau algorithms, with the aim of re-examining the choice of the multiplicative criterium leading to a latency of the corresponding trigger decision into the Level 1 Caltrack system. 

We are working to modify some of the Run2a tools, which are used for rate estimation, to use the sliding window algorithms.  We are using such rate tools to study the effect of Run2b trigger terms with increased luminosities (extrapolated from current running).  Modifying the rate tools to use the sliding algorithms will allow a better comparison of the jet-based triggers.

Work on the Level 1 Caltrack trigsim simulator is progressing, and the Level 2 Calorimeter hardware group is adapting a stand-alone version of the sliding windows code to start testing the hardware.

Carsten Hansel has started to rewrite the current Run2a Level 1 CTT trigsim simulator (tsim_l1ft) to handle both Run2a and Run2b equations.

7. Analog Front End II (WBS 1.2.8) – A. Bross
The layout work for the AFE II board continues to go slowly.  The current estimate for completion of the layout is the end of July.  At that point, the board can go out for fabrication.  All the parts are in hand, the requisition for the board is in place, and the requisition for stuffing is out for quote.  Once the layout is ready, fabrication should go smoothly.  The prototype boards are expected to be under test at Fermilab by 9/1/04.  Firmware program for the AFE is 75% complete and we are looking a programmer to complete the remaining Firmware coding.  This is a critical issue.  The ASIC group is making good progress on the TriPt and a TriPt MOSIS submission is planned for the August 23 submission deadline. 

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess
During June 2004 we took delivery of several hardware systems ordered in the prior months.  Most significant among the purchases are a Level 3 farm node addition, host server systems, and storage infrastructure components.
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

1.3.1.3.2  - This is a zero-effort placeholder task to account for the time required for the delivery of a 32-node addition to the Level 3 processor farm.  A purchase order for this system was placed on 3/30/2004.  The complete 32-node system was delivered on 6/21/2004.

1.3.1.4.2.x – This set of tasks, to begin with the delivery of the 32-node system above, represents the effort to commission the new nodes and bring them into operation in the Level 3 system.  These tasks are complete, with the full integration of the new nodes into the Level 3 trigger by 6/23/2004 – a mere two days after delivery.  This is well in advance of the scheduled 7/5/2004 date.  Only one minor problem was encountered; a disk drive on one node needed replacement.  Operating system, DAQ software, and network configuration was completed in this time.

Note that these tasks are technically associated with Run IIa operations, but are a crucial precursor to a larger Level 3 purchase scheduled for Run IIb in 2005.  These tasks took of order 5 months from initiation to delivery, and we thus expect the 2005 order to require a similar lead-time.
2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Network systems:

Task 1.3.2.1.1, with a completion date recently extended to 6/24/2004, was for an evaluation of network component needs for Run IIb.  This had been listed as an Operations task, with the expectation that there would only be minor hardware upgrade needs.  We now want to upgrade the current Gigabit blade in the Online Cisco 6509, which will require an additional upgrade of the switch supervisor module.  We thus plan to include these additions, totaling approximately $20K, in a change request for the subproject.  Funds for this are expected to be available from savings in other component systems.  The purchase of these upgrades, task 1.3.2.1.2, is currently being initiated by the Computing Division / Networks group.

Control and Monitoring systems:

These Operating tasks, initiating in 6/2004, are for the purchase of Linux systems for general-purpose control room and DAQ monitoring functions.  The requisitions for these systems were submitted on 7/9/2004, in advance of the scheduled date.

Storage Systems:

These tasks are for the delivery of Fibre Channel (FC) SAN (1.3.2.4.2) and RAID storage (1.3.2.4.3) systems.  These components are scheduled to be delivered in mid July 2004.  We have elected to delay several purchases which serve only to expand upon the number of similar elements (for example disk drives) until such time as necessary in order to take advantage of decreasing prices and improving performance.

DAQ Host Systems, ORACLE Systems, File Server Systems:

These tasks are for the delivery of Linux servers to be used to support DAQ, ORACLE, and File Server operations.  Requisitions for these systems were submitted 4/12/2004. They were delivered 6/21/2004.  Commissioning is to proceed during July, 2004.  The upcoming 3-month accelerator shutdown period is targeted for switching Online services to these new systems.

In deciding to architect the Host systems as a collection of clusters of similar machines, we have decided to make the purchases in a coordinated fashion.  We delayed purchase of the Development Oracle system while this decision was being made.  We are also somewhat advancing the time scale of purchase of the primary nodes for DAQ, Oracle and File Server functions.  As the architecture is one of a larger number of smaller machines, it is sensible to purchase a sufficient number of nodes to fully construct the four clusters as soon as possible.  Sufficient funds remain to upgrade several of the more critical servers immediately prior to the start of Run IIb.
3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

1.3.3.1.1, 1.3.3.1.2 – These tasks, starting 2/16/04, are for the evaluation and purchase of a front-end processor development system.  A current-version Motorola PowerPC processor was purchased and delivered in June 2004.  In coming months we will be testing D0 Controls software on this new node.
4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
IX. Schedule Variance Analysis (as of 30 June 2004)
Schedule variances are reported against director’s milestones in section III. Five milestones have already been successfully achieved. All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb L0 Upgrade (WBS 1.6)

The L0 Hybrid milestone slipped 27 days which caused subsequent predictive delays in the completion of module production and in the final detector being ready to move to DAB. This delay was caused by a delay at Amitron in producing the hybrids. The current forecast date by Amitron for all hybrids produced is 8/11/04.
2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

The L2 Silicon Track Trigger slipped 44 days this month which caused the overall L2 Trigger Upgrade Production and Testing Complete milestone to also slip 44 days. This delay is due to a delay in the design and prototyping of the hotlink repeaters, which is now estimated to last until the end of September.  The hotlink repeater design is delayed while we try to understand, using Run IIa data at higher luminosities, the need for additional Track Finder Card boards. 
3.  D-Zero Run IIb Online (WBS 1.3)

There is no unfavorable schedule variance for this subproject. 
X. Department of Energy Milestones (as of 30 June 2004)
No additional milestones were predicted or achieved during the month of May. Table 2 shows the status of the DOE Milestones.
	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L2/Director's Baseline   (6/04)
	Last Month's Forecast (5/04)
	This Month's Forecast (6/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	01/31/05
	4/1/2005
	(187)
	44 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	07/05/05
	6/13/2005
	(202)
	(15)
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/21/05
	8/26/2005
	(182)
	27 
	 

	
	
	
	
	
	status date:
	6/30/2004


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XI. Obligation Report (as of 30 June 2004)

The DZero Obligation report can be found below.


[image: image2.png]DO Project Obligations Report Through 30 June 2004

DO RIIb EQU - JUNE FYO4 IN $K

Current YTD Prior Yr
Expenditure Mth Total Current Mth YTD Total Obligations Current PO Total
Category Cost Obligation Cost w/Indirect Open Comm Cost
718.5
124.6
88.7
505.2

Grand Total 242.4 169.8 1422.5 174.3 249.5 1291.4
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