28 March 2004

To:
Paul Philp, DOE Project Manager, Run IIb D-Zero Detector Project

From:
Vivian O’Dell, Project Manager, Run IIb D-Zero Detector Project 

Subject:
Run IIb D-Zero Detector Project Report, February 2004


Attached is the monthly report summarizing the February 2004 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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Fermi National Accelerator Laboratory

Run IIb D-Zero Detector Project

Fermilab Experiment Number E925

Progress Report No. 15

February 2004

I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

The project continues to show good progress. The silicon L0 hybrid and analog cable production readiness review was held February 12. While the review committee had some comments, it found that the layout and documentation were in good shape and the hybrids were ready to be ordered. 125 hybrids were ordered from Amitron. Work is in progress to address the recommendations of the committee, such as irradiating the new components on the hybrid and looking into long-term stability issues of the copper-gold interface of the cable traces. The adaptor card design was finalized, prototype pitch adapters were ordered and details of the L0 coolant distribution were examined. 

The upgrade trigger is moving along. Design changes for the next version of the ADF continued both at MSU and Saclay. The lead engineers for the ADF at both institutions are working closely together to ensure a smooth handoff of the board from Saclay to MSU. The final design should be ready by the end of next month. Two prototype TAB boards are now completed and tested and one of the TAB boards will be sent to FNAL to be tested during the short shutdown in March. After a successful test, the boards can move into production. The first prototype GAB board is now at Nevis and has been powered on but has not yet been tested as testing the TAB boards was higher priority. A rescope of the Central Track Trigger was agreed upon during the CTT workshop last month and is in progress. An internal review will be held towards the end of next month to ensure all documentation is in place before a formal change request is made. All other trigger upgrade elements are progressing smoothly.

III. Project Milestone Summary (as of 31 January 2004)
The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003. Shown as open diamonds on the same line are the project’s projected dates for achieving the milestones. Actual dates of achieving milestones are shown as solid stars. The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date. Note that the projected L1 Cal-Track milestone date for production and testing is beyond the DOE baseline milestone. This is due to a change in how the calorimeter track-match trigger will be tested – the early prototype is identical to the current muon L1 trigger board, and the L1 cal and CTT prototypes are being tested with the muon trigger board to assure compatibility. The Cal-Track match is not a critical path item.  We plan to review the dates for this plan and make a change request for next month to move the official milestone date in sync with this plan.

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section X of this report.
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.

	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (2/04)
	Last Month's Forecast (1/04)
	This Month's Forecast (2/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	04/07/04
	04/07/04
	(17)
	0 
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	09/23/04
	12/14/04
	12/20/04
	56 
	4 
	 

	Start Production TAB Fabrication
	02/25/05
	09/23/04
	11/30/04
	(55)
	46 
	 

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	01/31/05
	01/31/05
	(182)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	06/02/05
	08/08/05
	(98)
	46 
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	02/28/05
	02/28/05
	(211)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	02/28/05
	02/28/05
	(211)
	0 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	04/20/05
	04/20/05
	(177)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	06/02/05
	08/08/05
	(163)
	46 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	07/18/05
	(58)
	20 
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Done

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Done

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	 

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	 

	All Analog Cables Delivered and Tested
	03/11/05
	09/22/04
	09/22/04
	(112)
	0 
	 

	All Sensors Delivered and Tested
	05/23/05
	10/26/04
	10/26/04
	(138)
	0 
	 

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/18/05
	01/18/05
	(155)
	0 
	 

	All Adapter Cards Delivered and Tested
	10/17/05
	02/23/05
	02/23/05
	(165)
	0 
	 

	Silicon L0 Module Production Complete
	11/29/05
	03/23/05
	03/23/05
	(173)
	0 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/21/05
	07/21/05
	(209)
	0 
	 


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

We are working on securing MOU’s with all relevant upgrade institutions. This took a backseat during the baseline change era, but is now being actively worked on again.

A formal change request for the CTT will be made after an internal review of the cost and schedule for the changed scope of the project. Note that the project is changing scope by request of the project engineers in order to make commissioning of the final CTT much easier.

V. Procurement Highlights – V. O’Dell

The silicon sensor procurement is in the system. The total estimate was $161k, but the actual cost will be more like $100k. The hybrid procurement is in progress for a total of about $35k. The analog cables will be ordered soon for a total of $100k. 

VI. Silicon L0 (WBS 1.6) Schedule and Budget Information – A. Bean, R. Lipton

The subproject remains on schedule and is making good progress.  We conducted Production Readiness Reviews for the last of the long lead-time components, the hybrids and analog cables.  Hybrids are being ordered by the University of Kansas and analog cables will be ordered by Brown University.  The final design parameters for the support structure were decided in a meeting with the University of Washington group at Fermilab.

1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

We completed the responses to the Layer 0 sensor Production Readiness Review Committee.  Some recommendations from the committee were adopted and the sensor specifications were modified accordingly.  We decided to make additions to the quality assurance program but no significant changes in the sensor design.  The request for quote was placed with Hamamatsu.

2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell

The L0 hybrid layout has been completed and reviewed both internally and by the Production Readiness Review Committee.  The layout and documentation were found to be in good shape and 125 hybrids have been ordered from Amitron.  The Committee recommended irradiating new components on the hybrid (MOLEX connector and HV capacitor) to verify their operation after irradiation.  The analog cable design has been finalized and reviewed by the Committee as well.  The Committee recommended looking into long-term stability issues of copper-gold interface of the cable traces.  Work is in progress to address this.  The design of the new Adapter Card has been finalized and layout of the card has started with April ‘04 as a targeted date for completion.

3. Mechanical Design and Assembly (WBS 1.6.3) – W. Cooper

Prototype pitch adapters were ordered for Layer 0.  Drawings were made of ground mesh designs in preparation for procurement.  Analogue cable drawings were completed.  Details of L0 coolant distribution manifolds and support cylinder connections to the L1 - L4 support structure were investigated.  The details of temporary support at z = 0 during sensor - hybrid module installation were investigated.  A tentative vendor for hybrid thermal spacers was identified.

4. Detector Modules and Integration (WBS 1.6.4, 1.6.5) – L. Bagby, J. Fast

Test samples using Run2b analog cables were produced for wirebonding studies.  We are beginning to set up load tests for the Weiner power supplies.

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

There was continued technical advancement, during February, in the prototypes of the major subsystems, as described below.  
1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

During the month of February, study of design changes necessary for the next version of the ADF continued at MSU and Saclay. Modifications required for the analog section of the board are now largely understood and focus has switched to the digital part. Collaboration between the Saclay and MSU groups has been extremely productive and is expected to produce a final design by the end of next month.

An open question is who will produce the final version of the SCLD, the timing signal fanout for the ADFs. A single channel version of this board has been built by the Saclay group and was successfully used during the integration test at Fermilab in October. A multi-channel SCLD is required for the final system. We need to identify which group will undertake this. 

At Nevis, the first assembled GAB prototype was received in early February. This board was successfully powered up, but full testing of it will begin next month after the second TAB prototype, which arrived at the lab in late January, has been verified. Testing of the second TAB was considered of higher priority than that of the new GAB because we would like to begin parallel efforts on TAB/GAB development at Nevis and Fermilab in March. This requires two, fully functional, TABs: one at Nevis to allow GAB testing to proceed and one at Fermilab, which will allow a test of the final untested output path - that to L2/L3. After the performance of this last output path has been verified, the TAB could be released for production. This is becoming time critical because TAB PCBs, all of which were produced, cost effectively, during the prototype phase, are aging and need to be stuffed as soon as possible.

The work of verifying the L2/L3 output path can be performed during the short shutdown foreseen to occur during early March. The second TAB needed for this work was successfully tested at the end of February, so all elements are in place for the test.

On the installation front, the UIC group has presented a first plan for cabling the system in the MCH. This plan is now being scrutinized by the rest of the group.

Progress has also been made on the online system. Problems porting the ADF online software to Linux have now been solved and the new system is being used to perform ADF tests that served as input to the design changes mentioned above.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

The preproduction MTCxx trigger card was fabricated and is being readied for assembly. Final review of the design changes to the production MTCM crate manager is still in progress.  Assembled production serial receivers arrived and are being tested.  Testing of the serial link section of the prototype UFB was started.

3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

The proposed design changes which came of the January workshop were studied and specified in more detail in February.  Specifications were more fully developed for the backplane, the crate controller, the DFE motherboard, and the daughterboard firmware changes for adding I/O buffers.  The remaining key issue to settle is the use of 48 V power supplies, where the concerns include the possible induction of noise in the calorimeter and the effects of current surges on the Xilinx chips.

A first pass was made of the cost and schedule impact of the proposed design changes.  The changes will undergo an internal DZero review in March.  The layout of the second preproduction DFEA was put on hold pending the results of the review.

4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
L2Betas continue to runs smoothly in the Run IIa experiment.  A survey of the market for available higher performance CPUs for Run IIb was begun.

5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
Fibers and Splitters have been ordered.
6. Trigger Simulation (WBS 1.2.6) – E. Berberis, M. Hildreth

Progress on the L1CTT:  The code for  reading VHDL equations into the simulator was received,  and work has begun on upgrading the Run IIb version of L1CTT TRIGSIM code to use this method of supplying equations. 

Progress on L1CAL/L1CTT: A first version of a framework program which merges both simulations was produced and is being tested..

Progress on L1CAL studies: A new graduate student, Greg Pawloski has started to examine electron efficiencies in the L1cal simulation.

Progress on caltrack software: Work continues at University of Arizona on the TRIGSIM package for caltrack. Erich Varnes and Vernon Miller are writing macros to run on L1CAL/L1CTT merged tuples

Progress on general simulation:  QCD events for trigger studies are now being processed through d0sim. Also, a prioritized list of signal processes was obtained from physics groups, and a first signal sample (inclusive W's) was generated.

7. Analog Front End II (WBS 1.2.8) – A. Bross
Work has continued on the motherboard schematic and layout.  The schematic work is nearing completion.  The layout is going somewhat slower that expected and will likely take an additional two weeks from what is currently in the schedule (4/15 end date).  Work in the Tript has passed a major milestone in that the pipeline control problem is now understood and has been resolved (6 weeks ahead of schedule).  The Tript is still the critical path and we will be discussing if and how this part of the project can be shortened.  Tript packaging options were investigated and a tentative package has been chosen.  Prototype parts are on order.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess
Activity in February 2004 continues to be centered on the testing of multiple components of the storage and server systems for the Run IIb DAQ system.  Additional performance tests were done with the Linux 2.6 kernel, which is expected to be in use when these systems are in production.  A focus of efforts was in the creation of a high-availability Linux cluster, which has the benefit of making the Host systems nearly interchangeable.
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

1.3.1.2.2 - The tasks 1.3.1.1.2.x, for the evaluation of Linux farm nodes for a summer 2004 purchase, were completed early in January 2004.  This purchase will use Run IIa operating funds, but is seen as a model for the 2005 purchase of Run IIb nodes.  Task 1.3.1.2.2, for the creation of a requisition and purchase order for a 32-node addition, is in progress.  A RFQ was submitted to six vendors in late February, with bids due in mid-March 2004.  Evaluation of the bids and the creation of a purchase order shall follow within the next month.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
.

Storage Systems:

1.3.2.4.2.1 - The components of a Fibre Channel SAN - an FC switch, an FC JBOD disk chassis, and associated host bus adapters – were purchased and installed as part of Run IIa Operations R&D and are currently connected to the DAQ Host secondary system (see 1.3.2.6).  During February 2004 additional performance tests were done using version 2.6 of the Linux kernel, which is expected to have improved I/O capabilities.  Studying I/O to the FC JBOD disks, we note that writing rates decreased slightly from ~50 to ~46, but reading rates improved from  ~ 40 to ~63 Mbytes/sec.  The measured rates to a single disk surpass the target aggregate DAQ rate of 25 Mbytes/sec.  This evaluation phase should complete as scheduled.  Subsequent purchases to expand the disk array may be delayed to take advantage of decreasing costs.

1.3.2.4.3.1 - This task is for the continued evaluation of RAID components in advance of a larger purchase in Spring 2004.  An HP MSA1000 array is connected to the SAN infrastructure of 1.3.2.4.2.1 and the DAQ Host of 1.3.2.6.  As with the JBOD configuration above, we additionally measured I/O rates for various RAID configurations using version 2.6 of the Linux kernel.  Write performance of up to 90 Mbytes/sec is retained, and reading rates improve from 30 to ~45 Mbytes/sec.  This is adequate for RunIIb needs.  The completion of this evaluation task remains on schedule for 4/12/04.
DAQ Host Systems:

1.3.2.6.5 - This Operating task represents the effort required to operate a DAQ Host secondary system commissioned in November 2003.  This system is being used to test the SAN and RAID systems of 1.3.2.4.x.  A low level of system management effort is required to perform configuration changes and software updates.

ORACLE Systems:

1.3.2.7.1 - One function of the Host Linux server system is as a platform for an ORACLE database.  This task, in progress since 7/1/03, has evaluated the operation of ORACLE on a Linux server.  The task was scheduled to complete on 2/27/04.  A hardware problem with a test system has been resolved, but delayed completion of the task.  The development system is now available for installation of Oracle 10g. This task must be extended by 3 weeks, with a new completion date of 3/19/04.  To maintain the milestone 1.3.2.7.5 date, we will commission Oracle on an existing ‘cluster’ node that will be easily interchangeable with the final database node.

File Servers:

1.3.2.8.1, 1.3.2.8.2, 1.3.2.8.3 - These tasks are for the evaluation, purchase, and delivery of a Linux File Server node.  The current schedule has the delivery of this node (task 1.3.2.8.3) scheduled for 5/3/04.  As the File Server node is expected to be nearly identical to the DAQ Host node, and will make extensive use of the SAN, we are continuing tests on the DAQ Host node before making the purchasing decision.  No problems have been noted, but the complete sequence of tests is not yet complete.  As a result, the evaluation task (1.3.2.8.1) must be extended by an additional 4 weeks to 3/22/04.  We expect the eventual milestone in this chain of tasks, active use of the File Server (1.3.2.8.5) to be delayed accordingly.  The only successor to this milestone is a 48-week evaluation period, which can be reduced to keep subsequent activities on schedule.
3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

1.3.3.1.1 – This task, starting 2/16/04, is for the evaluation of front end processors leading to a Spring 2004 purchase of a development system.  Discussions among the control system experts have begun concerning the technical goals of this task.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
IX. Silicon Detector Closeout Work

Two more L0 prototype modules have been installed on the support structure and successfully tested and two additional modules have been assembled. 
X. Schedule Variance Analysis (as of 29 February 2004)
Schedule variances are reported against director’s milestones in section 2. One milestone has already been successfully achieved. All remaining milestones are projected ahead of the DOE baseline dates except for the Cal Trk-Match milestone that was discussed earlier. No Level 2 milestones had slippages in the last month. 

1. D-Zero Run IIb L0 Upgrade (WBS 1.6)

There is no unfavorable schedule variance for this subproject. In general, things are proceeding on or ahead of schedule.
2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

Start production TAB fabrication, lost 46 days in one month.  This is due to delays in the ADF v2 design. Originally the TAB production fabrication was tied to having the final version of the ADF in hand. However, the TAB has been tested with an older version of the ADF and we believe we do not need to use the final ADF in order to sign off on TAB production. We will fix this current understanding in the project file next month so that this apparent slippage will go away.

3.  D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3

XI. Department of Energy Milestones (as of 31 January 2003)


The L0 silicon detector sensors were reviewed and released for production during February (Release Sensors for Production 2/26/2004).  This is a major milestone achieved roughly three months ahead of schedule.

XII. Cost Reports and Cost Variance Analysis

1. Cost Performance Report 

Attached is the Cost Performance Report, which shows the Budgeted Cost of Work Scheduled (BCWS), Budged Cost of Work Performed (BCWP) and Actual Cost of Work Performed (ACWP) at WBS Level 3 for the Total Project Cost. All amounts shown are fully burdened. Costs are shown for the current month, cumulative to date and final project costs.

From this report, the calculated cumulative CPI (BCWP/ACWP) and SPI (BCWP/BCWS) are 1.94 and 0.83, respectively.  Note that the CPI is high because of unaccounted for accruals. 
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XIII. Obligation Report

Attached is the DZero Obligation report.

	D0 RIIb EQU - FEB FYO4 IN $K
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	
	 
	 
	YTD
	 
	

	Task
	Expenditure
	Current Month
	Current Month
	YTD 
	OBLIGATIONS
	Current PO
	Prior Year

	Number
	Category
	Total Cost
	Obligation
	Total Cost
	W/INDIRECT
	Open Comm
	Total Cost

	 
	M&S
	19.3
	0.2
	511.2
	311.3
	1143.3
	386.0

	 
	SWF
	4.7
	4.7
	123.7
	123.7
	0.0
	484.3

	 
	OH
	1.7
	0.0
	89.7
	89.7
	0.0
	236.5

	 
	Total 1.1
	25.7
	4.9
	724.5
	524.6
	1143.3
	1106.8

	
	
	
	
	
	
	
	

	 
	M&S
	29.8
	5.7
	69.1
	144.9
	230.3
	28.1

	 
	SWF
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	 
	OH
	1.0
	0.0
	1.8
	1.8
	0.0
	0.4

	 
	Total 1.2
	30.8
	5.7
	70.9
	146.6
	230.3
	28.5

	
	
	
	
	
	
	
	

	 
	Total 1.3
	0.0
	0.0
	23.1
	23.1
	0.0
	0.0

	
	
	
	
	
	
	
	

	 
	M&S
	2.0
	2.0
	3.3
	3.3
	0.0
	1.6

	 
	SWF
	12.1
	12.1
	70.2
	70.2
	0.0
	118.3

	 
	OH
	4.0
	0.0
	21.8
	21.8
	0.0
	36.2

	 
	Total 1.4
	18.2
	14.2
	95.4
	95.4
	0.0
	156.1

	
	
	
	
	
	
	
	

	 
	M&S
	2.3
	2.3
	2.3
	2.3
	0.0
	0.0

	 
	SWF
	32.5
	32.5
	45.9
	45.9
	0.0
	0.0

	 
	OH
	10.2
	0.0
	14.3
	14.3
	0.0
	0.0

	 
	Total 1.6
	45.0
	34.8
	62.5
	62.5
	0.0
	0.0

	 
	
	
	
	
	
	
	

	Total Project
	M&S
	53.4
	10.2
	605.8
	481.7
	1373.5
	415.7

	 
	SWF
	49.3
	49.3
	239.8
	239.8
	0.0
	602.7

	 
	OH
	17.0
	0.0
	130.8
	130.8
	0.0
	273.1

	Grand Total
	 
	119.8
	59.5
	976.5
	852.3
	1373.5
	1291.4

	
	
	
	
	
	
	
	

	TOTAL PROJECT COST (INCEPTION TO DATE):
	 
	2267.9
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