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Attached is the monthly report summarizing the August 2004 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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Run IIb D-Zero Detector Project
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Progress Report No. 21

August 2004

I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

Most of the Layer 0 sensors were received from Hammamatsu. Approximately 5% are on back order due to low yield, however there are enough on hand to stay on schedule with module production. Testing has started at Fermilab, and sensors are being identified for strip testing at Sony Brook and irradiation testing at Kansas State University. The Layer 0 hybrids have arrived and although some are out of spec, they appear to be usable. Measurements are ongoing. More tests were done with the adaptor cards and a review of the card is scheduled for mid-September.

 The prototype L0 support structure was shipped from the University of Washington, but was damaged en route. This structure was not mechanically accurate due to problems in fabrication, but was going to be used as a structure to test electrical prototypes. The structure was repaired in order to allow it to be used for electrical tests, however in order to verify the fabrication procedure for a mechanically accurate structure, an additional prototype will be made. Plans to verify the Layer 0 installation clearances during the Fall accelerator shutdown have been finalized and the method successfully tested in Lab 3 using a fully simulated structure. 

For the trigger upgrade, the layout work for the ADF v2 board continued at MSU and is now nearing completion. Testing and firmware work on the TAB continued, and orders were placed for the remaining components necessary for the production TAB/GAB boards and production is awaiting test results and a Production Readiness Review. UIC and Fermilab finished most of the layout for the interface between the BLS-to-ADF cable transition system. Prototypes will be tested in September. The preproduction Cal-Track Match MTCxx testing continued and rack infrastructure in MCH1 continued. The two stuffed PCBs for the DFEM/DFEA boards passed initial testing and one of the boards has been partially debugged. No hardware or assembly problems have been found. The DSAT boards are being tested and programmed for debugging the DFEA boards. The custom crates have been partially assembled and two of the crate controllers have been stuffed, tested and firmware development begun. Two splitter boards were in stalled on the platform.
The L2 Beta Single Board Computer is still not working with the 9U motherboard and a survey of fallback boards continues. Algorithm development is being vigorously pursued at the University of Virgina. The Silicon Track Trigger Production Readiness Review was  scheduled for early September and assessments of spares and spare parts were made in anticipation of the review. Work is ongoing in the trigger simulation group to define a draft Run2b trigger list using Run2a data to estimate the rates. Extensive comparison of the Run IIb L1 Calorimeter sliding windows algorithm in the rate tool and in the L1 Cal simulator were made and bugs were corrected in both versions Work is ongoing to implement more refined electron algorithms and to compile an initial list of triggers to consider. 
The AFE II board layout was reviewed before sending it out for fabrication and a number of problems were found. This has delayed the fabrication by two weeks, but the board should go out in early September. The TripT was submitted on August 23rd, right on schedule, and the target delivery date is October 18th. 
The online systems are progressing well. Most of the new server system backbones will be installed during the 2004 shutdown with the bulk of the CPU and disk purchases in 2005. 

III. Project Milestone Summary (as of 31 August 2004)
The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section VIII of this report. 

[image: image1.png]Run llb Direstor's Milestones
Sorted by Forecast Date

3 e [ e |oTieTesToS oozl
T2 g

a3 Coornetr Tigger TABIGABiooryping Compte sz sans 6w «

T s Podueton TAB Fabration e s o S

16 2 0w Trggr Procton an Tsting omprte s w505 anew o e

500 2 sionTmek THagerFduston s Testing Gompies s wwimos e RS

St e Upgace rosetn s Testing Compie s w505 aaw RS

190 Trigoet oL T Wt Frocteton snTesting Comp s sveos a0 asw o e

261U ContalTraek Trger Poattin A Tesing Compie vass oo ew DS

0k Colormetr TiggerPrstion And Testing Comp e asos w505 anew s

T8 e Upgace rosetn s Testing Compie wos wioos e > .
1.3 Oniine

58 onine systen psaictnand Testing Gomprte arros amos sow e
1.6 Layer 0 silizon Detesior

Ty T — s e amm |

o RelesseSersa for Procheton ansas sacas 6w P

W meiesseAnaig Caes o Pt oo ass anw e

2 tesse s ot prosston s ass Saw +o

B Ay Caes e s Teves oo arves e PN

A Sermors Detveed an Teted e smaes e -

T AL Py Dveres St a0 Tend | wss aw o .

7 Siion Lt Wad Prodction Complets aess viaas e o e

o A psaprCoro Deveres s Tetns anees s aow o e

200 Layer koo Dtetor Aescy o Hove 5 OAB zvos sscs nw o e

et g s o PE—— PR [R———





Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.

	L2/Director's Milestones vs Current Forecast

	(Sorted by L2/Director's Baseline Date)

	Milestone Description
	L2/Director's Baseline   (8/04)
	Last Month's Forecast (7/04)
	This Month's Forecast (8/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	05/26/04
	05/26/04
	18 
	0 
	Complete

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	05/16/05
	05/16/05
	(153)
	0 
	 

	Start Production TAB Fabrication
	02/25/05
	09/14/04
	10/22/04
	(80)
	28 
	 

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	4/1/2005
	4/1/2005
	(138)
	0 
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	07/01/05
	07/25/05
	(108)
	15 
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	03/24/05
	03/24/05
	(193)
	0 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	4/1/2005
	4/1/2005
	(187)
	0 
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	5/23/2005
	7/14/2005
	(118)
	36 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	07/01/05
	08/02/05
	(167)
	21 
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0 
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0 
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0 
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0 
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0 
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	08/10/04
	08/10/04
	(141)
	0 
	Complete

	All Sensors Delivered and Tested
	05/23/05
	10/26/04
	09/28/04
	(159)
	(21)
	 

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	12/13/04
	12/23/04
	(164)
	8 
	 

	All Adapter Cards Delivered and Tested
	10/17/05
	02/23/05
	03/16/05
	(165)
	15 
	 

	Silicon L0 Module Production Complete
	11/29/05
	3/9/2005
	2/16/2005
	(198)
	(15)
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	7/21/2005
	7/21/2005
	(210)
	0 
	 

	
	
	
	
	
	status date:
	8/31/2004


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

MOU’s and SOW’s for FY04/FY05 were finalized for Columbia University. Boston University and the University of Arizona MOU’s are nearing the final stage.

The Production Readiness Review for the Silicon Track Trigger was scheduled for September 10, 2004 at Boston University. The review committee is Jim Linnemann (chair), Lyn Bagby and Rick Jessik. A charge was agreed upon. The review is not overly technical, as the production will be for copies of boards already being used. All long lead time parts in danger of obsolesence have already been purchases. The real question is how many additional boards need to be built in order to be comfortable at high luminosity and the review committee will be reviewing the case for additional boards in light of current trigger performance. 

V. Procurement Highlights – V. O’Dell

The remaining large procurements for the project are mainly going through Universities.  The MOU for Michigan State University is in place to cover large L1 Cal procurements – the ADF production procurement will be late fall. Other large procurements will be forthcoming from Columbia University, Boston University and the University of Arizona, whose MOU’s are being updated.

VI. Silicon L0 (WBS 1.6) Schedule and Budget Information – A. Bean, R. Lipton

1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

The sensors for the Layer 0 detector were received from Hamamatsu right on schedule. Approximately 5% of the sensors are on back order due to low yield. Enough sensors were purchased and enough spares are on hand that this should not cause any schedule problems. According to the testing at the vendor, all sensors are within specification.  Testing has started at Fermilab on the IV and CV specifications.  Preparations are under way to select sensors for strip testing at Stony Brook and for irradiation tests at KSU. 

2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell

Junction card layout was finished, and the Gerber and other files posted for comment or suggested changes. 

Dmitri Tsybychev reported progress on "Isolation test stand", which will be used to study ground isolation and other noise issues in readout.  Results based on L0 hybrids have been studied.  No major problems with noise isolation have been found, i.e. the isolation scheme looks OK so far for normal testing room noise.  Studies will continue.  A review of the adapter card has been scheduled for 9/15/04. 

Temperature measurements of Adapter Card components were measured when under voltage.  The card seems to distribute heat well, and the maximum delta-T observed for any active component was 15 degrees with respect to the heat sink. 

Additional adapter cards were supplied from KSU for this test stand.
3. Mechanical Design and Fabrication (WBS 1.6.3) – W. Cooper

A prototype L0 support structure was shipped via FedEx from the University of Washington on August 9 and reached SiDet (Fermilab) on August 11.  Damage to one end of the structure was obvious when the structure was removed from its packaging.  Subsequent inspections showed the structure exhibited a significant sagitta (roughly 1 mm) at z = 0 and mechanical weaknesses in the structure at z = 0 and at one sensor region to hybrid region junction.  All six copper on kapton jumpers were broken at that sensor region to hybrid region connection.  Borescope inspections of the interior of the inner cylinder of the structure showed breaks in the cylinder over its full circumference at those locations.  Subsequent inspection at Fermilab by senior staff from the University of Washington confirmed the observations.  Damage is attributed to improper handling during shipment.  Testing and analysis by the University of Washington suggest that damage is consistent with that which would have occurred if the outer ABS shipping container for the structure had been bent under a concentrated load of approximately 100 pounds.

To help ensure that future structures arrive undamaged, an improved shipping container will be designed and built and shipping procedures will be formalized.  The use of a van or similar vehicle for shipments, rather than a commercial carrier, is under consideration.

Delay in completion of the final support structure is unavoidable, but should be limited to less than a month.  Work on an inner cylinder mandrel for the final structure is proceeding.  In parallel, a second prototype structure will be fabricated for electrical and mechanical testing and dimensional checks.  Breaks in the damaged structure have been reinforced by injecting epoxy at appropriate locations.  Replacement “jumpers” have been provided by the University of Washington for sensor to hybrid region connections.  The repairs will allow the damaged structure to be used for an initial set of electrical tests, but it will not be suitable for mechanical tests or a verification of fabrication precision; hence, the second prototype.

Fabrication of silicon assembly fixtures continued at Michigan State University, with completed fixtures arriving at a regular rate.  Drawings for three final varieties of module production fixtures are expected to be completed and submitted to Michigan State University in the next two weeks.

A measurement to verify L0 installation clearances using conventional survey equipment is planned during the present accelerator shutdown.  Lab 3 tests of the procedures using a fully simulated structure gave a result differing by 0.001” from a direct measurement using an OMIS measuring machine.  Fixturing to support the survey equipment at D0 has been designed and is being fabricated at Fermilab and local shops.  Delivery is expected by the middle of September.

4. Detector Modules and Final Detector Integration (WBS 1.6.4, 1.6.5) – L. Bagby

The Wiener LV Power Supply is being refurbished, at the vendor, to accommodate individual quadrant power. A spare module is also being installed, within the housing to allow for quick recovery of power in the event a module fails. Delivery is expected the second week of September. The fourth set of power supply cables have arrived and will be installed during the shutdown. The Glycol and VESDA interlock chassis and mini fuse panel have been constructed and are ready for installation. 

A first design of the interface between the flex circuit temperature monitoring cable and the experiment’s monitoring system has been presented. Measurements are underway to verify that the temperature monitoring electronics are adequately isolated.

The mock-up of the bore / junction card area now models the junction card mounting positions. 

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

The Tevatron began a three-month shutdown on August 23rd.  This is probably the last major shutdown before the shutdown in which the Trigger upgrades are installed.  We are taking advantage of this shutdown to install some of the infrastructure needed for the upgrades.
1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

Layout related work on the ADF v2 at MSU continued in August and is now nearing completion.  So far, no major problems have been encountered during the process.  A general-purpose testing application for the ADF v2 was also completed during August.

Besides continuing work on TAB and GAB firmware and test software, a small board that will be used to test the Trigger Framework outputs of the GAB was designed and fabricated at Nevis this month.  The board will be assembled at the lab in early September and will be ready to use when the first-pass GAB output firmware is complete.  Additionally, orders were placed for the remaining components necessary for the production TABs and GABs at the end of the month.

At Fermilab, modifications to the TAB firmware were made to allow a more straightforward long-term data transmission test between the ADF and TAB.  The test itself will be performed after layout work on the ADF v2 is complete.

Layout of the BLS patch panel and the ADF paddle card, the main parts of the BLS-to-ADF cable transition system, were completed by the UIC group and Fermilab engineers in August.  A small number of prototypes of each of these boards will be made in early September for use in cabling tests at Fermilab.
2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

Testing of the preproduction MTCxx trigger card continued.  A loop test using preproduction MTCxx, prototype UFB, and standard (MTCxx) inputs was successful.  Two tests remain to be completed.  A loop test using UFB inputs and verification of DPM implemented on the Stratix FPGA.

Work on the rack infrastructure in MCH1 continued.  In particular, a resistive load was built and used to test an L1MU supply that we will use for L1CalTrack in advance of using the Wiener supplies.
3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

Digital Front-End Card (DFEM/DFEA):

Two of the PCBs were stuffed and we received them back on August 4th.  Both of them passed power up and JTAG programming tests.  After the DSAT became available, all the debugging work has been done on one of the DFEA boards.  Up to now, no hardware/assembly problem has been found.  Due to Xilinx ISE software bugs, quite some time have been lost in configuring the Xilinx chips correctly.  Xilinx technical support has been notified and we have reverted to using ISE5.x instead of ISE6.x.  We have achieved successful programming of all four processing FPGAs via DSAT.  Read/write from DFEA registers work as designed. Next we will proceed to test the channel links.

DFE Stand-Alone Tester (DSAT):

Two DSAT boards are now in use. Firmware/software to read/write backplane registers on the DFEA has been tested and is working.  LVDS transmitters and receivers have been tested (cable loop-back to DSAT) and first generation software to play test vectors and capture results exists and has been tested.  The second DSAT has been installed in Shouxiang Wu's office with a dedicated Linux PC and control software for his use.  The main remaining task (other than bug fixing) is to commission the SLDB receiver.  This will likely be delayed until the first week in September.  This should not impact the DFEA testing since the 4 LVDS channels are more than sufficient for DFEA output tests.

Backplane, Subrack and Power Supplies:

All backplanes arrived on site on Monday 16 August. All subrack mechanical components are on hand and assembled.  Backplane and subrack alignment looks good -- the crate controller mates properly with the backplane.  Five power supply units shipped from Long Beach, California on Friday 27 August.  A small PCB "breakout board" is used to connect wires to the PSS output connectors.  This PCB has been designed, manufactured and stuffed; it's ready for testing once the supplies are at FNAL.  John Anderson is looking into finding additional engineering and technical help to design and build the rack monitor interface.

Crate Controller:

Two PCBs arrived on 11 August.  These have been stuffed by Bob Jones' technicians.  No major problems found on these boards.  The firmware development consists of three major modules: 1) Ethernet interface (100%), 2) backplane interface (95%, testing ongoing), and the SCL receiver (75%, testing ongoing).  The board is currently communicating with the dedicated Linux host PC with no problems.

Cables:

ERNI connectors for the SLDB-to-backplane "pigtail" cables have been ordered.  Twenty 10m LVDS cables are expected 04 Sept 2004.  Johnny Green is in constant communication with the vendor to encourage them to hold to this ship date.

LVDS Splitters:

Two splitter boards were installed on the platform.  No degradation of existing system was observed.  Installation Status: In PW03, all crates and heat exchangers have been moved to final positions.
4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
Tests are ongoing to bring up the Concurrent Tech. cPCI board in the L2Beta motherboards.  We continued survey of fallback boards to purchase for evaluation.

Work is continuing at UVa on algorithm development (coarse vertexing at L2).  First results presented this month showing proof of concept in clean MC events.  More realistic studies to start, but will proceed slowly due to academic year conflicts.

Preliminary L2 trigger branching code was successfully tested w/ in the L2 teststand.  Branching from 128 up to 4096 triggers was operated successfully for > 50 X 10^6 events.  This proves the feasibility of the code design.  Work began to merge this code into the online development libraries.
5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
Preparation was made in August for a production readiness review scheduled for September 9th.  Assessments were made of existing spares and spare parts.  Particular studies were made of alternative tracking algorithms and their performance at high luminosity to determine if it is necessary to add additional Track Fit Cards (TFCs) to each crate.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

In order to define a first order trigger list, we have worked in implementing the sliding window algorithm in the software package used, in RunIIa, to estimate trigger rates (trigger_rate_tool).  Extensive comparison of the sliding window algorithm implementation in the trigger rate tool, and in the L1Cal simulator, has been carried out.  Several mistakes in both codes were corrected and a first version of a trigger rate tool with RunIIb L1Cal simulation is available.

Work in ongoing in implementing the last of the electron algorithms (so called "Atlas" algorithm) and in defining a list of triggers to consider (with the corresponding variations in thresholds, etc.).  Work in ongoing on the L1Caltrack simulator and the L1CTT simulator (i.e. redesign of the RunIIa L1CTT simulator with RunIIb compatibility).  We have identified manpower for the integration of the L1Cal simulator into trigsim (i.e. Wendy Taylor and student, York University)
7. Analog Front End II (WBS 1.2.8) – A. Bross
A number of problems where discovered in the AFE II schematic/layout.  These are being addressed: schematic revision and subsequent layout modification.  The target date is now to have the AFE II board out for Fabrication on September 3rd.  The TriPt submission was done on August 23rd as planned.  We have received a target delivery date during the week of October 18th.  In a parallel effort, Tom Wesson's group is importing the AFE II schematic into their software environment (MENTOR) in preparation for schematic revision and board layout to accommodate the TriPt chip.  The new board (baseline production board for D0) is the AFE IIt.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess
The primary activity in August 2004 was the installation, commissioning, and configuration of recently delivered components of the storage and host server systems.  Work continues with the target of having most of the RunIIb Online system components operational by the end of the Fall 2004 accelerator shutdown period.  

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

There were no scheduled tasks in this subproject during August 2004.  Operation of the most recent Level 3 farm node acquisition continues without problem.  The next activity in this WBS is another farm node acquisition, with the process to begin in Spring 2005.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
Network systems: 1.3.2.1

A requisition has been created to upgrade the current Gigabit blade in the Online Cisco 6509, with an additional upgrade of the switch supervisor module.  The need for this is not immediate, so the requisition is being held while an appropriate change control request is being created.  The purchase of these upgrades is being managed by the Computing Division / Networks group.

Control and Monitoring systems: 1.3.2.2, 1.3.2.3

These Operating tasks are for the purchase of Linux systems for general-purpose control room and DAQ monitoring functions.  A purchase order has been created for these systems, with delivery expected 9/13/2004.

Storage Systems: 1.3.2.4

Key components of the Fibre Channel (FC) SAN and RAID storage systems were received on 8/9/2004.  The systems were installed, configured, and in active use.

DAQ Host Systems, ORACLE Systems, File Server Systems: 1.3.2.6, 1.3.2.7, 1.3.2.8

With the delivery 8/9/2004 of the fibre channel host bus adapters, the set of six servers that had previously arrived were now fully configured.  The servers were placed in racks, had the operating system loaded and configured, and the process of deployment as cluster members started.  By the end of August 2004 the “Oracle” cluster was configured and installation of Oracle 10g begun.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

Testing continues on a Motorola PowerPC 8500 processor.  The EPICS control system and the D0 specific controls software has been successfully tested on this system.  Further testing in an operational setting is planned.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
IX. Schedule Variance Analysis (as of 31 August 2004)
Schedule variances are reported against director’s milestones in section III.  Six milestones have already been successfully achieved.  All remaining milestones are projected ahead of the DOE baseline dates. 

1. D-Zero Run IIb L0 Upgrade (WBS 1.6)

Some delays were reported this month. The L0 hybrids delivery was delayed by about a week, and the adapter cards were delayed by about 2 weeks. However neither of these delays impacts the final milestone for the silicon detector readiness. 
2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

Start production TAB fabrication slipped 28 days in the last month due to problems scheduling the Production Readiness Review and freeing up the engineering needed to review the boards. The review is now scheduled for October 7 and the engineers have confirmed availability. 

The L1 Cal Trigger Production and Testing complete slipped 15 days in the last month due to delays in the layout for the ADF v2. We now have a firm date for completion for this task and foresee no future delays.
L1 CTT production and testing complete slipped 36 days in the last month due to delays in securing the power supplies and necessary cards to test the prototype backplane. This has now been done.
The overall schedule for the L1 Trigger Upgrade milestone slipped 21 days in the last 30. This is due to a combination of the CTT and the L1 Cal slippage.
3.  D-Zero Run IIb Online (WBS 1.3)

There is no unfavorable schedule variance for this subproject. 
X. Department of Energy Milestones (as of 31 August 2004)
No additional milestones were predicted or achieved during the month of August.  Table 2 shows the status of the DOE Milestones.

	L1 DOE Milestones vs Current Forecast

	(Sorted by L1 Baseline Date)

	Milestone Description
	L2/Director's Baseline   (8/04)
	Last Month's Forecast (7/04)
	This Month's Forecast (8/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	 
	 
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	4/1/2005
	4/1/2005
	(187)
	0 
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	7/01/2005
	8/2/2005
	(167)
	21
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	 
	 
	 

	Online System Production and Testing Complete
	10/07/05
	06/17/05
	06/17/05
	(78)
	0
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	 
	 
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	7/21/2005
	7/21/2005
	(210)
	0 
	 

	
	
	
	
	
	status date:
	8/31/2004


Table 2:  Run IIb D-Zero Detector Project DOE Level 1 Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L1 Milestone date.  Monthly variances are also provided.

XI. Obligation Report (as of 31 August 2004)
The DZero Obligation report can be found below. The first report shows total obligations without the cost of the original Run IIb silicon and related closeout costs. The second report shows all obligations.
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