10 June 2004

To:
Paul Philp, DOE Project Manager, Run IIb D-Zero Detector Project

From:
Vivian O’Dell, Project Manager, Run IIb D-Zero Detector Project 

Subject:
Run IIb D-Zero Detector Project Report, April 2004


Attached is the monthly report summarizing the April 2004 activities and progress for the Fermilab RunIIb D-Zero Detector Project.  
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Run IIb D-Zero Detector Project

Fermilab Experiment Number E925
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April 2004

I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program. In order to maintain adequate b-tagging, D-Zero is adding an inner layer detector of radiation-hard silicon to enhance tracking efficiency as the Run IIa detector ages. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the additional D-Zero Layer 0 silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status 

The Layer 0 sensor layout was received from Hamamatsu, reviewed and signed off on. Hamamatsu is now working on the wafer layout and sensors should be arriving late July. The hybrid readout order was also placed with Amitron and the scheduled delivery date for the hybrids is June 26th. Dyconex has produced the first prototype of the analog cable. The ground and sensor circuits have been designed and prototyped. The first adaptor card was assembled and successfully tested and the designs of the jumper cable, twisted pair cable and the junction cards have been discussed and finalized.

A lot of work in the mechanical designs went on this month, culminating in a workshop at Kansas State University to finalize some of the support structure and fixture designs. The design of the carbon fiber and epoxy silicon support structure was reviewed and finalized and approval was given to proceed with fabrication of full-length prototype structures. The horseshoe sections and standoff prototypes arrived and modifications to accommodate the new adaptor cards were identified and implemented.

For the trigger upgrade, the ADF v2 board shifted from design to layout. This is a critical path item for the Level 1 Calorimeter trigger upgrade and is running behind schedule. We continue to monitor its progress closely. The SCLD board, which is needed to test multiple ADF cards simultaneously, has nearly finished its layout phase and should be ready to send out for fabrication in May. TAB and GAB prototype testing is proceeding well. 

The Level 1 Central Track Trigger rescope proposal talked about in last month’s report underwent a technical feasibility and schedule/management review on April 5. The results of the review were presented to lab management in the April 29 D0 upgrade PMG. We expect a final decision on this proposal in early May. Meanwhile, a great deal of technical progress was made in the areas that would be unchanged by the results of the rescope. The FPGA was chosen and the supply of chips secured. Some work on the new proposed crate controller and backplanes was also done to ensure that there are no technical issues with the proposal. 
Another area of focus this past month was in the trigger simulation. Tools have been completed to allow a full simulation of the upgrade trigger on current raw data and Monte Carlo. Monte Carlo production was nearly completed for the QCD samples for rate studies and efforts are underway to optimize a starting menu of triggers using the upgraded trigger. 

The online systems are progressing well. There are some intentional delays in buying server systems in order to wait for a better cost/performance ratio. All the major components of the upgrade are being prototyped now. Evaluation of front end processors for the control systems upgrade has begun and we expect to purchase a development system in the next month or two.

III. Project Milestone Summary (as of 30 April 2004)

The DOE baseline milestones are shown in Figure 1 as solid diamonds.  These fixed milestones are defined in the modified DOE Project Execution Plan approved in December 2003.  Shown as open diamonds on the same line, are the project’s projected dates for achieving the milestones.  Actual dates of achieving milestones are shown as solid stars.  The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date.  Since last month we have reviewed the dates for the Calorimeter Track Match L1 Trigger plan and made a change request that is reflected in this report. This milestone is now moved out to a more reasonable place so that the Cal Track-Match can be tested with prototype L1 Cal and CTT trigger inputs. In Table 1 the milestone changed is marked “rebaselined”. No scope and insignificant dollar amounts were changed.
Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section VIII of this report.
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.

	Milestone Description
	L2/Director's Baseline   (4/04)
	Last Month's Forecast (3/04)
	This Month's Forecast (4/04)
	L2/Director's Variance   (work days)
	Monthly Variance   (work days)
	Notes

	WBS 1.2 Trigger
	 
	 
	 
	
	
	 

	L1 Calorimeter Trigger TAB/GAB Prototyping Complete
	05/03/04
	04/07/04
	05/26/04
	18
	35
	 

	L1 Trigger Cal-Trk Match Production and Testing Completed
	01/03/06
	          N/A
	05/16/05
	(153)
	0
	Rebaselined

	Start Production TAB Fabrication
	02/25/05
	12/14/04
	12/14/04
	(45)
	0
	 

	L2 Silicon Track Trigger Production and Testing Complete
	10/17/05
	01/31/05
	01/31/05
	(182)
	0
	 

	L1 Calorimeter Trigger Production And Testing Complete
	01/05/06
	08/22/05
	08/22/05
	(88)
	0
	 

	L2 Beta Trigger Production And Testing Complete
	01/05/06
	02/28/05
	01/07/05
	(246)
	(35)
	 

	L2 Trigger Upgrade Production and Testing Complete
	01/05/06
	02/28/05
	01/31/05
	(231)
	(20)
	 

	L1 Central Track Trigger Production And Testing Complete
	01/10/06
	04/20/05
	05/23/05
	(154)
	23
	 

	L1 Trigger Upgrade Production and Testing Complete
	04/10/06
	08/22/05
	08/22/05
	(153)
	0
	 

	WBS 1.3 Online/DAQ
	 
	 
	 
	
	
	 

	Online System Production and Testing Complete
	10/07/05
	07/20/05
	08/18/05
	(35)
	23
	 

	WBS 1.6 Layer 0 Silicon Detector
	 
	 
	 
	
	
	 

	Freeze Mechanical Parameters
	01/06/04
	12/15/03
	12/15/03
	(9)
	0
	Complete

	Release Sensors for Production
	05/26/04
	02/26/04
	02/26/04
	(63)
	0
	Complete

	Release Hybrids for Production
	06/04/04
	03/25/04
	03/25/04
	(50)
	0
	Complete

	Release Analog Cables for Production
	06/04/04
	03/19/04
	03/19/04
	(54)
	0
	Complete

	All Analog Cables Delivered and Tested
	03/11/05
	09/22/04
	09/22/04
	(112)
	0
	 

	All Sensors Delivered and Tested
	05/23/05
	10/26/04
	10/26/04
	(138)
	0
	 

	All L0 Hybrids Delivered, Stuffed, and Tested
	08/25/05
	01/18/05
	01/18/05
	(155)
	0
	 

	All Adapter Cards Delivered and Tested
	10/17/05
	02/23/05
	02/23/05
	(165)
	0
	 

	Silicon L0 Module Production Complete
	11/29/05
	03/23/05
	03/23/05
	(173)
	0
	 

	Layer 0 Silicon Detector Ready to Move to DAB
	05/25/06
	07/21/05
	07/21/05
	(209)
	0
	 


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – V. O’Dell

The MSU tasks were fully integrated into the trigger schedule, and an MOU/SOW is nearly finished. Some hang-ups with MSU administration have delayed signing the MOU at MSU but we believe we have located the problem and excised it. The CTT rescope review was held and change request generated. We expect to get the project signed off on and update management tools, including an addendum MOU for Boston University, with the new tasks during May. 

Procurement Highlights – V. O’Dell

No large procurements were made this month or are anticipated for next month. All of the major Layer 0 procurements have already been placed. The next large procurement (approximately $100k) will be through MSU for the ADF v2 boards this summer.

V. Silicon L0 (WBS 1.6) Schedule and Budget Information – A. Bean, R. Lipton

The subproject continues to be on schedule and within budget. Two workshops were held, at the University of Washington and Kansas State University on mechanical and electrical design issues.  These also served as production readiness reviews for the support structure and adapter cards.  Final details of electrical isolation and mechanical support were decided.  Lengths and locations of the final digital and analog cables were discussed.  We outlined a set of prototype tests will be performed this summer to verify electrical isolation and noise performance.  There continue to be concerns about the wire bond strength of the pitch adapter circuits and we have gone to a second vendor to see if we can obtain higher quality parts.  Mechanical samples of the layer 0 analog cables were produced by Dyconex and delivered to the University of Zurich for inspection.
1. Sensors (WBS 1.6.1) – M. Demarteau, R. McCarthy

The order with Hamamatsu was placed. Feedback was received from the company over the course of the month, addressing the fiducial marks and the implant widths. We also received a detailed layout of the sensors. After careful evaluation of the layout, we signed off on the sensors. Hamamatsu is now in the process of the wafer layout. Over the course of the month also some work was done at Stony Brook and Fermilab on the testing setup. Labview 7.0 was installed at Fermilab and the probing programs are being exercised with the new software. 
2. Readout (WBS 1.6.2) – A. Nomerotski, R. Sidwell

Hybrid order has been placed at Amitron and the company is on track with the hybrid production with targeted delivery date of June 26th.  The first prototypes of the analog cable have been produced by Dyconex.  The ground and sensor bias flex circuits have been designed and prototyped.  A workshop on electronics has been held on 4/23 at KSU.  The first adapter card has been assembled before the workshop and successfully tested.  The results of the tests have been discussed at the workshop.  The  design of the jumper cable, twisted pair cable and the junction cards have been discussed and finalized as well.  The decision has been taken to use the 1.5 mm MOLEX connector on  the junction card end of the jumper cable.

3. Mechanical Design and Assembly (WBS 1.6.3) – W. Cooper

During April, project leaders traveled to the University of Washington to conduct a production readiness review of the carbon fiber / epoxy (CF) silicon support structures.  Prototype samples of support cylinders and their coolant distribution manifolds, and of kapton-copper pieces to connect cylinder ground mesh to sensor ground mesh, were examined.  Designs of ball mounts to connect the L0 support cylinders to the ends of the layer 1-4 cylinders were shown.  Based upon the review, approval was given to proceed with fabrication of full-length prototype structures.  Delivery of the structures is tentatively scheduled for July 5, 2004.  A second set of structures will also be made, with delivery by October 19, 2004.  We agreed that the more accurate of the two sets of structures would be selected for use in L0.  To allow that, care will be taken to ensure that R&D with the July prototypes will not limit their later use.

Thermal / mechanical spacers were ordered to support readout hybrids from the CF structure.  Designs of ground mesh circuits to be incorporated in the CF support cylinders were completed and the circuits were ordered.  

In support of work falling under other WBS categories, the mechanical group proposed a location and support mechanism for junction cards and suggested a junction card layout.  Based upon that junction card location and layout, tentative lengths of digital jumper cables (from hybrids to junction cards) and twisted pair cables (from junction cards to adapter cards) were provided to the electronics and installation groups.

4. Detector Modules and Integration (WBS 1.6.4, 1.6.5) – L. Bagby

The horseshoe sections and standoff prototypes have arrived.  Modifications to accommodate the new Adapter Cards have been identified and implemented.  Thermal conductivity studies are expected to begin in the near future.
VI. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

The hardware for the trigger upgrade is progressing well, and we are starting to ramp up efforts to plan the commissioning phase in detail.

A major activity for April was the review of the new proposed additions to the L1CTT project.  An internal DZero review was held on April 5th, and after incorporating the results of that the review, the proposal was presented to the laboratory at the D0PMG on April 29th.

We also completed the implementation in the official schedule of the changes to the ADF production which was approved in November.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans

Work on the ADF v.2 at MSU shifted into the layout phase in April. The new design has now been carefully checked to ensure that it fulfills all required functions.

At Saclay, tests were made of the prototype ADF channel link output using a custom-built channel link receiver card. Bit error rates in this transmission have been limited to less than 1e-15 for all channels over a wide range of channel link parameters.

Additionally, layout of the SCLD was finished at Saclay in April. Final checks are now being made. After these are complete, the board will be sent out for fabrication in mid May.

At Nevis, testing of the GAB prototype continued, centering on data transmission between the TAB and GAB. This has now been tested for two TABs sending data simultaneously to the GAB. Long-term data transmission tests are under way to measure the bit error rate in the transmission. 

The simple, custom backplane required for the TAB/GAB crate was received back from the fabricator this month. It is being tested mechanically now and will be sent to have connectors installed by mid May. 

At the Fermilab Test Area, more TAB L2/L3 output tests were performed. Several events at a time were successfully transmitted to a VRB in the existing L1Cal system. L3 data from the TAB will be written to tape using this path in the coming month.

Members of the UIC group have continued studies of cabling in the MCH. With input from the MSU engineers, they have specified a prototype patch panel to allow easy connections between the existing cables from the Calorimeter BLS boards and the input cables to the ADFs. This patch panel will be designed and fabricated with the assistance of the Fermilab D0 technical support group.

Simulation progress will be discussed in a separate section of this progress report.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

The preproduction MTCxx trigger card (motherboard) was assembled and testing commenced.  Download tests to all FPGA's and simple VME tests were successful.  

Final review of the design changes to the production MTCM crate manager is still in progress. Testing of the serial link section of the prototype UFB daughter board continued.

  
3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

On April 5th, an review of was held of the additions to the L1CTT upgrade. The review panel was Darin Acosta (Univ. of Florida, CDF), Bill Freeman (FNAL, BTeV) and John Anderson (FNAL, DZero).  The fully resource-loaded schedule was reviewed in detail, along with the cost and some of the technical aspects of the project.  After incorporating and responding to the suggestions in the report from the committee, the additions to the project were presented to the laboratory on the April 29th D0 PMG.

Concurrent with this review process, a great deal of technical progress was made. At Boston University, a decision was made to proceed with a single card design, as opposed to a motherboard with two daughter cards.  The Xilinx X2CV6000 was selected as the FPGA, and the supply of these chips was secured.  Work began on a dedicated test module for the DFE and design was nearly completed.

The backplane schematic was finished and reviewed, and is ready to go out to the vendor.

Additional tests were made at Fermilab of the DC-DC converter for dynamic loading and EMI.  Based on the success of these tests, a decision was taken to go with 48 V supplies for the DFEA crates.

For the crate controller design, tests were done on Gigabit raw ethernet links. Work continued on the schematics for the new controller.

4. Level 2 Beta (WBS 1.2.4) – R. Hirosky
L2 Betas continue to run smoothly in the Run IIa experiment.  A survey of the market for available higher performance CPUs for Run IIb continues.

5. Silicon Track Trigger (WBS 1.2.5) – U. Heintz
Fibers and Splitters have been ordered.
6. Trigger Simulation (WBS 1.2.6) – E. Barberis, M. Hildreth

The L1 CTT simulation was modified to handle multiple p_T ranges. L1 CTT and L1 Cal simulations were merged.  L1 Caltrk macros became available in their preliminary version to run on the output of the merged L1 CTT and L1Cal simulation. 

Monte Carlo production was nearly completed for the QCD samples (for rate calculation), and Monte Carlo production is progressing for the signal samples. Studies for the optimization of the electron triggers were started.

7. Analog Front End II (WBS 1.2.8) – A. Bross
The schematic design for the AFE II motherboard is complete.  The board layout is approximately 80% complete.  The schematic review started about 2 weeks late (last week in April).  A formal review of the schematic is schedule for May 13th.  Parts have been ordered for the first 10 boards.  Design work on the Tript is continuing with a MOSIS submission for Tript chip is still set for August submission.
VII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess
During April 2004 there were two major areas of activity related to DAQ and Online system preparations for Run IIb.  The first, the process of acquisition of additional Level 3 processor farm nodes, is discussed in Section 1 below.  The second activity centered on the purchases of equipment for storage and server systems.  The system architecture for the DAQ, Oracle, and File Server functions has been set, and purchases initiated sufficient to construct the four constituent Linux clusters of the Host system.
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

1.3.1.3.2  - This is a zero-effort placeholder task to account for the time required for the delivery of a 32-node addition to the Level 3 processor farm.  The schedule has the task ending with the node delivery in late May.  The purchase order for this system was placed on 3/30/2004.  The selected vendor has visited the Fermilab site, and a Fermilab Computing Division representative has visited the vendor site.  One node of the 32-node system was delivered to D0 on 4/21/2004, the unit was inspected for compliance with the purchase specifications, and a burn-in test was initiated.  The power supply on this node failed within three days and was replaced by the vendor.  The burn-in tests have continued without incident to this date.  The complete 32-node system is being assembled at the vendor site, with the expectation that it will be shipped to Fermilab in late May, 2004.

D0 acknowledges the continuing assistance of the Fermilab Computing Division in working with the vendor; this has been a mutually beneficial arrangement in which the CD evaluates vendors while D0 completes the purchase of the Level 3 processor farm addition.  Note that this task is technically associated with Run IIa operations, but is a crucial precursor to a larger Level 3 purchase scheduled for Run IIb in 2005.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
.

Storage Systems:

1.3.2.4.2.1, 1.3.2.4.2.2, 1.3.2.4.3.1, 1.3.2.4.3.2

These tasks are for the completion of an evaluation (.1) and initiation of purchases (.2) of Fibre Channel (FC) SAN (1.3.2.4.2) and RAID storage (1.3.2.4.3) systems.  The configuration of the storage system is now fairly well determined.  Requisitions were submitted on 4/12/2004 for the purchase of components necessary to outfit one or more elements of all segments of the storage system.  We have selected to delay several purchases which serve only to expand upon the number of similar elements, for example disks, until such time as necessary in order to take advantage of decreasing prices and improving performance.

The backbone of the FC SAN is to be a newly requisitioned 32-port FC switch.  An existing 16-port switch, plus another 16-port switch to be purchased in the future, will serve as a redundant high-availability FC path between storage and servers.

The storage system will be comprised of a large RAID array (existing, in use for Run IIa and to be migrated to Run IIb), a smaller RAID array (existing, purchased as an R&D project for Run IIb but yet to be filled with disks), and a JBOD array (existing, purchased as an R&D project but yet to be filled with disks), with a potential expansion in number of such elements.  A requisition has been submitted to complete the configuration of the smaller RAID array with a redundant FC interface module.  We anticipate that future purchases in the storage WBS section (1.3.2.4) will be directed solely to expansion in the size and numbers of storage elements (disks) as needed.

DAQ Host Systems, ORACLE Systems, File Server Systems

1.3.2.6.6, 1.3.2.7.2, 1.3.2.7.3, 1.3.2.8.2

These tasks are for the purchase (and delivery) of Linux servers to be used to support DAQ, ORACLE, and File Server operations.  The configuration of these servers was settled in March, 2004.  At that time it was decided to construct a system with multiple parallel, and in most cases identical, server nodes.  We hence proceeded with purchases sufficient to construct fully operational instances of the four “functional” Linux clusters necessary for Online operations.  With a DAQ Host server previously purchased with Run IIb funds, plus two servers previously purchased as R&D projects, we are immediately purchasing six additional dual-processor servers.  Requisitions for these systems were submitted 4/12/2004 and are now in the hands of a purchasing agent.  We anticipate delivery in mid June, 2004.

In deciding to architect the Host systems as a collection of clusters of similar machines, we have decided to make the purchases in a coordinated fashion.  We delayed purchase of the Development Oracle system while this decision was being made.  We are also somewhat advancing the time scale of purchase of the primary nodes for Oracle and File Server functions.  As the architecture is one of a larger number of smaller machines, it is sensible to purchase a sufficient number of nodes to fully construct the four clusters as soon as possible.  Sufficient funds remain to upgrade several of the more critical servers immediately prior to the start of Run IIb.
3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

1.3.3.1.1 – This task, starting 2/16/04, is for the evaluation of front-end processors leading to a Spring 2004 purchase of a development system.  Discussions among the control system experts are continuing concerning the technical goals of this task.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
VIII. Schedule Variance Analysis (as of 30 April 2004)
Schedule variances are reported against director’s milestones in section III. Four milestones have already been successfully achieved. All remaining milestones are projected ahead of the DOE baseline dates except for the L1 Calorimeter Trigger TAB/GAB prototyping complete. While this milestone has slipped, it is on track for being accomplished by the end of May.
1. D-Zero Run IIb L0 Upgrade (WBS 1.6)

There is no unfavorable schedule variance for this subproject. In general, things are proceeding on or ahead of schedule. Four milestones have now been successfully met.
2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

L1 Calorimeter Trigger TAB/GAB prototyping complete milestone lost 35 days in the last month. This prototype testing is now nearly complete, and we are deciding whether or not the TAB needs to be tested with v2 of the ADF. If we can convince ourselves that testing with ADF v1 was sufficient, then we will put together a Production Readiness Review and begin TAB production ahead of schedule. 

As mentioned in section III, the L1 Calorimeter Track Match sub-project has been rebaselined and a change request generated, which affects only schedule. No scope or significant cost increase is incurred by this change. 

The L1 CTT schedule slipped due to administrative delays during the rebaselining this month. This sub-project is on a tight schedule and we will continue to watch it closely.

3.  D-Zero Run IIb Online (WBS 1.3)

This milestone has slipped 23 days in the last month due because we are waiting for the best commercial candidate for the host server machines. This is not a critical path item. 
IX. Department of Energy Milestones (as of 30 April 2004)

No new milestones were completed in April. 

Obligation Report (as of 30 April 2004)

Attached is the DZero Obligation report.
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