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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming five or more years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program; this has led us to pursue a replacement of the Run IIa silicon detector with a new, more radiation-hard version. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the replacement of the D-Zero Run IIa silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status – J. Kotcher

The first installment  of 230 outer layer sensors for the silicon detector is expected during the month of July, and the project has been working hard to refine and understand the probing results in order to prepare for them.  The probing stations in the various sites, both at Fermilab and at outside universities, are being prepared to handle the necessary throughput of tested and characterized sensors.  Manpower is also being identified for this cricital activity.  These preparations are ramping up very naturally and smoothly, and no problems are foreseen.  
Revision 2 of the SVX4 chips arrived and they have been tested. The new version of the chip has passed all initial tests and the design fixes intended to address the major flaws in the previous version appear to have worked. The “bow” shape in the channel-to-channel pedestal distribution, for example, which was evident in the first prototype, has been eliminated in the second revision.  The L0 readout hybrid prototypes were  delivered this month as well.   While they suffer from a manufacturing flaw, they can still be used for prototype testing and module prototyping. This flaw is due to an error by the manufacturer, and will be addressed by during the next cycle.  Outer layer axial and stereo hybrid designs have been finalized and prototype order requisitions have been generated for four vendors, including two new vendors, in order to mitigate the schedule risk associated with this technically demanding critical path item.

Preparation for fabrication of full-featured mechanical and electrical staves continues and we anticipate starting production in December, 2004. Silicon module production is scheduled to begin July, 2004. This date has slipped since last month due to delays in hybrid procurement. Hybrid and module test stands have been completed and long-term burn-in software is being finalized.

Silicon database and data unpacking software is progressing smoothly.

The trigger upgrade is progressing well. The Level 1 Calorimeter Upgrade is on track for integration tests at FNAL in July/August, with the final layouts for the ADC Digital Filter (ADF) and Trigger Algorithm Boards (TAB) being submitted to the fabricators. The SCL (Serial Command Link) card for the ADF design is being actively worked on and should be completed in early June. The VME/SCL board to be used with the prototype TAB has been assembled and tested. Design work on the Global Algorithm Board (GAB) is continuing, and online testing code for the TAB/GAB system has been designed and partially implemented.

The Level 1 Calorimeter/Track Match trigger has an internal sub-project Production Readiness Review scheduled in June in preparation for ordering the associated  power supplies. Firmware for the Level 1 Track Trigger is nearly complete, and further progress awaits updated simulation results, which are being completed. Once the firmware is complete, layout of the prototype DFEA boards for the track trigger can begin.

III. Project Milestone Summary

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the DOE Project Execution Plan approved in December 2002. Shown as open diamonds on the same line are the project’s projected dates for achieving the milestones. Actual dates of achieving milestones are shown as solid stars. The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date. Two milestones have been achieved and forecasts for the remaining milestones are ahead of the official milestone dates. 
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (currently forecast) dates.  Closed stars represent completed milestones. 
Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved DOE Level 2 and Fermilab Director milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report.
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WBS 1.1 Silicon Tracker

Silicon Prototype Mechanical Stave Built

01/06/03

12/18/02

12/18/02

(6)

0

Complete

L2-L5 Silicon Sensors Released For Production

03/24/03

04/16/03

04/16/03

17

0

Complete

SVX4 Released For Production

10/20/03

09/25/03

09/25/03

(17)

0

Successful Readout Of Full Silicon Stave

01/29/04

10/13/03

10/21/03

(62)

6

Silicon Module Production Begun

07/15/04

06/10/04

07/09/04

(4)

20

All Silicon Sensors Delivered And Tested

12/09/04

09/23/04

09/23/04

(53)

0

All SVX4 Chips Produced And Tested

12/21/04

08/09/04

08/09/04

(93)

0

All Silicon Hybrids Produced And Tested

03/03/05

11/12/04

11/19/04

(64)

5

Silicon Stave Production Begun

03/08/05

11/29/04

12/06/04

(58)

5

Silicon Module Production And Testing Complete

07/22/05

03/25/05

04/01/05

(78)

5

Downstream Silicon Readout Ready for Installation On Platform

10/25/05

05/24/05

05/24/05

(107)

0

Silicon Stave Production Complete

12/22/05

07/29/05

08/05/05

(96)

5

South Silicon Complete

02/10/06

08/31/05

09/20/05

(93)

13

North Silicon Complete

05/04/06

11/07/05

11/14/05

(113)

5

Silicon Ready To Move To DAB

05/25/06

11/28/05

12/05/05

(115)

5

WBS 1.2 Trigger

L1 Trigger Cal-Trk Match Production and Testing Completed

09/23/04

08/12/04

08/12/04

-29

0

L2 Silicon Track Trigger Production and Testing Complete

10/17/05

12/08/04

12/08/04

-212

0

L1 Calorimeter Trigger Production And Testing Complete

01/05/06

05/31/05

05/02/05

-166

(20)

L2 Beta Trigger Production And Testing Complete

01/05/06

02/28/05

02/28/05

-211

0

L2 Trigger Upgrade Production and Testing Complete

01/05/06

02/28/05

02/28/05

-211

0

L1 Central Track Trigger Production And Testing Complete

01/10/06

02/23/05

02/23/05

-217

0

L1 Trigger Upgrade Production and Testing Complete

01/10/06

05/31/05

05/02/05

-169

(20)

WBS 1.3 Online/DAQ

Online System Production and Testing Complete

10/07/05

06/17/05

06/17/05

(78)

0

status date:

5/31/2003

L2/Director's Milestones vs Current Forecast

(Sorted by L2/Director's Baseline Date)


Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – J. Kotcher

Several internal change requests were processed this month. The major ones were in the Silicon Readout system to reflect our updated  projection on when the  production of the digital jumper cables will begin, and the Trigger upgrade to reflect a delay in the procurement of the Silicon Track Trigger parts due to bureaucratic delays associated with finalizing  the Boston University Memorandum of Understanding and Statement of Work for FY03. These documents have been created and are awaiting signatures at Boston University before being sent to Fermilab for the requisite Project and Laboratory Directorate signatures before a PO can be put in place. The current best estimate of when the STT parts will be ordered is September 2003. This item is very far from the critical path.

Change request reflecting a design change for the L1 Calorimeter Trigger was processed and put into the MS Project schedule and COBRA this month. Much work continues to go into the schedule/COBRA interface in order to make these useful reporting tools both for DOE tracking and for project management by the Project Office and project team. 

V. Procurement Highlights 

No major procurements were made this month. Major procurements we are tracking are the Layer 0 ($161k) and Layer 1 ($154k) sensors, with a total cost of $315k, currently scheduled for mid-August, 2003. These will be ordered through Hamamatsu, as were the outer layer sensors. The SVX4 production chips are currently scheduled to be ordered at the end of September 2003 for a total DOE equipment cost of $275k, followed by  the production hybrids for the outer silicon layers at the end of the year for a total DOE equipment cost of $205k.

VI. Silicon (WBS 1.1) Schedule and Budget Information – M. Demarteau, G. Ginther

1. Sensors (WBS 1.1.1) – R. Demina, F. Lehner

Samples of copper foils that had been irradiated in a 10 MeV proton beam at the James R. Macdonald Laboratory at KSU were sent to Fermilab to independently verify the flux normalization measured at KSU via beam current and foil counting.    Comparisons of the results are in progress.

Probing procedures are being refined and results of probing sensors at KSU and Stony Brook are being compared in preparation for the arrival of the first shipment of production outer sensors.

Preparations are being made to accommodate the first delivery of outer layer sensors from Hamamatsu. The first batch of 230 sensors is due during the month of July.

2. Readout (WBS 1.1.2) – A. Nomerotski, E. von Toerne

Wafers with revision 2 of SVX4 chips were received from TSMC on 16 May. Initial tests show that the revised chips have improved performance. One of the main ‘features’ of the previous version of the chip was a large bow in the pedestal versus channel. Since only one pedestal value is downloaded for the whole chip, this would significantly affect the signal to noise ratio. The new version of the chip does not exhibit this bow. 

Twenty-two Layer 0 (L0) hybrids have been delivered by Amitron. All fabricated L0 hybrids failed the vendor QA, due to a small crack generated during a final stage operation of cutting the hybrid to size, but these hybrids can be used for prototype testing purposes. Two of these L0 hybrids have been assembled and successfully tested. The L0 module prototyping is proceeding using these new hybrids. Revision 2 L2A (Layer 2 Axial) and L2S (Layer 2 Stereo) hybrid designs have been finalized. Requisitions have been generated to order prototypes from four vendors, two of them newly identified, in order to mitigate the schedule risk associated with this critical path and technically challenging item. 

All Purple Cards have been assembled and are being tested at KSU. Low Voltage Power Supplies have been received and are in the process of being installed at the 1% stand.

At the 1% test stand there had been a persistent difficulty that manifested itself as an incomplete readout on some events. This error occurred approximately one in a million events, making it quite non-trivial to characterize. This problem was solved over the course of the month. Because the timing signals in the 1% test stands are not synchronized with a trigger framework, sometimes the control signals are generated at a time where they interfere with other state changes of the chip. It should be mentioned that, even though the problem is now understood and resolved, this error would never occur in the real experiment, since signals are synchronized with the trigger framework. 

3. Mechanics and Assembly (WBS 1.1.3) – W. Cooper, K. Krempetz

During May, the University of Washington made several prototypes of various Layer 0 and 1 cooling system components in order to define fabrication procedures to be followed by their machine shop.  A joint working meeting was held among Fermilab grounding experts, those responsible for silicon integration, and University of Washington experts to discuss features for grounding in the Layer 0 hybrid region and grounding connections within Layers 0 and 1.  Drawings were prepared for procurement of prototype ground mesh structures that include those features.  Assembly of Layer 0 structures and mating of Layer 0, Layer 1, and Layer 2-5 structures were discussed as well.

The evaluation of prototype module storage boxes made by Brown University was completed and approval was given for fabrication of the full production quantity.  Drawings for fabrication of additional mandrels for C-channel production were completed and submitted to Brown University for fabrication cost estimates.  Stave long-term creep testing continued.  Initial results indicated 10 microns creep in stave deflection over three weeks, but with a factor of four higher loading and a more concentrated loading than will occur in actual staves.  The testing will continue after modifications to more closely simulate actual stave loads.  We continued to complete and test equipment for stave assembly in preparation for the fabrication of full-featured mechanical and electrical staves.

4. Production and Testing (WBS 1.1.4) – J. Fast, C. Gerber

The major efforts this month in production have been the continued work towards the realizing a full electrical prototype stave, assisting with electrical module fabrication for evaluation of L0 analog cables and grounding issues, and refinement of tooling designs for module and stave production.  During the month we prepared all elements needed for the mechanical prototype stave that is a precursor of the electrical prototype.  This involved significant QA/QC to ensure that we fully understand all aspects of the assembly process.  For L0 we assembled a module consisting of two separate L0 sensor modules with analog cables connected to a single 10-chip hybrid in order to allow for direct comparisons of relative noise with different materials placed between the analog cable layers (and hence different capacitive loads).  Work also began on the first true L0 prototypes, which are awaiting hybrids for completion.  Tooling development continues on all fronts, from module assembly to stave component assembly to stave assembly tooling and tooling for installation of L0 and L1 modules on their support structures.

Hybrid and module test stands have been completed except for the Purple Cards that are currently being tested at KSU. Long-term burn-in software is being finalized. The laser test and short-term functionality test software for hybrids and modules is completed.

5. Silicon Barrel Assembly (WBS 1.1.5) – W. Cooper, K. Krempetz

Procedures to place stave-locating bearings on cylinder bulkheads were tested by placing and gluing thirty bearings on a prototype z = 0 bulkhead.  A placement precision with a sigma of 7 microns was achieved in each coordinate.  Precision placement of stave-locating bearings and alignment of stave bulkheads with other cylinder structures, and the deflection of the holding membranes, are the last significant issues to be addressed before the assembly of prototype cylinders.

6. Monitoring (WBS 1.1.6) – M. Corcoran, S. de Jong

Some test diodes have been received at Nijmegen, and are awaiting leakage current and stability testing. The thin printed circuit boards that will be housed in the aluminum boxes have been ordered.  Parts for this prototype board are already available.  These parts (including the test diodes) will be mounted on the prototype printed circuit board after the test diodes have been individually tested.  

The RTD test stand (including the PLC and one 16 channel readout module) has been put into service at Rice.  A summer student is currently running tests on the system.

7. Software (WBS 1.1.7)

Database development in preparation for the arrival of sensors continues. The specifications for the data format generated at the sensor probe sites have been developed and code is being written to format the sensor probing measurements accordingly.   The format for hybrid entries for the database is under development.
During May we made significant progress in implementation of the unpacking/translation code for the Run IIb silicon tracker configuration. All necessary packages were modified and tested in packing mode (Monte Carlo input ( physics ( address to FE address translation ( packing ( raw data) and unpacking mode (raw data ( unpacking ( FE address to physics address translation ( Monte Carlo output).  Both paths give identical results.  After some cleaning of the code, work will begin on the histogramming and analysis package for Run IIb.
Excellent progress was made on calibration and monitoring software.  The download GUI has been modified for the new silicon tracker configuration and is functional at the 1% test stand at the Silicon Detector Facility at Fermilab. Monitoring software will start functioning as soon as computer security problems are resolved. 

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

A paper on the overall design of the DZero Run IIb upgrade was presented at IEEE Real Time Conference in Montreal on May 22nd  by Doug Chapin from Brown University. Another paper, specifically on the Level 1 Calorimeter Trigger upgrade, was presented by Denis Calvet from Saclay.  Both write-ups were submitted to the conference proceedings (RT_095 and RT_119) and to IEEE Transactions on Nuclear Science.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans, P. LeDu

The layout of the ADF was completed at Saclay on 23 May.  The order for fabrication of two printed circuit boards was placed the same day, and delivery is expect in the first week of June.

The design of the serial command link (SCL) card for the ADF system was resumed in May; the prototype design should be completed in early June.  The prototype is based around a Xilinx Vertex evaluation card, while the final module will be its own custom 6u VME board.

Layout of the TAB was also finished at Nevis on 7 May. After independent verification of the layout, the board was submitted to the fabricator. Thirteen of the prototype boards will be fabricated.  If no significant layout modifications are required for the final TAB version, this will represent the entire series of boards required for the production of TABs. 

These TAB boards are expected back from the fabricator in the first week of June. We will send one board to be assembled upon their arrival and expect it back at Nevis in the last week of June.

The VME/SCL board prototype was received from the fabricator and assembled at Nevis in mid-May. Its functionality was successfully verified by the end of the month. It is now ready to be used with the prototype TAB.

Design work on the GAB prototype continued at Nevis in the month of May, concentrating on interfaces to external systems. The major remaining work will be to implement logic for prototype trigger terms.

Finally, significant progress was made on the online testing code for the TAB/GAB system at Nevis. A software test framework was designed and most of the low level test functions needed were written.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

The internal review of power supplies was postponed until June in order to accommodate the reviewers’ and other schedules.   Documentation was prepared for the upcoming subsystem overall Production Readiness Review (PRR). The main engineer (J. Steinberg) took his vacation in May, so progress on the design changes was very limited.  This has been anticipated for some time, and activity was coordinated prior to his leaving in order to limit the impact of his absence, particularly with regard to generating and providing L1 Cal/Track Match documentation for the upcoming PRR.
3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

The firmware work is nearly complete, and is awaiting updated simulation results with as-build geometry.  Once the firmware is updated for this geometry, layout of the prototype DFEA boards will begin.

4. Trigger Simulation (WBS 1.2.6) – M. Hildreth, E. Perez

The fiber numbering convention needed for trigger integration was understood and agreed on.  Complementary work on alternative trigger algorithms was pursued.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess, P. Slattery
There continues to be minimal Run IIb activity in this area, as most tasks are scheduled for later in the project.  The scheduled activity includes support of SiDet test stand operations, which are long-term "as needed" tasks.  During May there was only a slight demand on the support team, mostly for application configuration.  In addition,  there continues to be R&D work on the computing system infrastructure.  The Online/DAQ group is also involved in the continuing operational support of the Run IIa detector.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

SiDet Test stand DAQ support started 1/9/03.  This task describes the long term, low-level readout support needs of the 1% and 10% Test Stand operations.  To date, only minimal effort has been required to assist in operations.  No effort was required in May 2003.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
There has been continuing R&D activity aimed at demonstrating the operation of a Fibre Channel (FC) Storage Area Network (SAN) in a Linux environment.  An FC disk array has been installed and a FC Host Bus Adapters (HBA) for a Linux node has been installed.  Red Hat Advanced Server 2.1, which has been identified as the target solution for a high-availability Linux cluster, was installed on a system during May.  The OS kernel was properly rebuilt using software provided by the HBA vendor and the FC driver was demonstrated to operate.  At the end of May there was still some difficulty in configuring the FC RAID array. A following task will advance toward the construction of a full prototype file server system in preparation for scheduled purchases in late CY03.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

SiDet Test stand controls system support started 2/10/03. This is a continuing task describing the long term, low-level control system support needs of the 1% and 10% Test Stand operations. Effort in May 2003 continued on computer security issues, specifically the configuration needed to enable applications at SiDet to communicate with servers within the DZero Online system.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess, P. Slatterly

This is a continuing task for the long term, low-duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.

IX. Schedule Variance Analysis

Schedule variances are reported against Director’s Milestones in Section 2. Two milestones have been successfully achieved. The remainder are projected to be completed ahead of the baseline dates. However, there have been some slippages in the last month, which we describe below.

1. D-Zero Run IIb Silicon (WBS 1.1)

1. The milestone named “Silicon Module Production Begun” slipped 20 days in the last month.  This is due to the slippage in the L0/L1 hybrid production discussed in Section II.  We have received flawed, but testable, prototypes and have identified additional vendors for risk mitigation.

2. “South Silicon Complete” slipped 13 days in the last month. This is due to the slippage in the start of the silicon module production.  This is also a reflection of the problems with the prototype L0/L1 hybrids that were delivered from the vendor this month. Such problems are being mitigated for the future in the method described above.  
2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

There is no unfavorable schedule variance for WBS 1.2 compared to the DOE milestones.  Time that had been previously lost in the milestone named “L1 Calorimeter Trigger Production and Testing Complete” was made up as a result of the timely completion of the ADF design and layout.
3.  D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3.
X. Department of Energy Milestones


No DOE milestones were scheduled or achieved in May 2003. 

XI. Cost Reports and Cost Variance Analysis

1. Cost Performance Report 

Attached is the Cost Performance Report, which shows the Budgeted Cost of Work Scheduled (BCWS), Budged Cost of Work Performed (BCWP) and Actual Cost of Work Performed (ACWP) at WBS Level 3 for the Total Estimated Cost. All amounts shown are fully burdened. Costs are shown for the current month, cumulative to date and final project costs.

From this report, the calculated cumulative CPI (BCWP/ACWP) and SPI (BCWP/BCWS) are 1.2 and 0.95 respectively. 



Costs in May were estimated using accruals from purchase orders currently in the system. In addition, some effort was erroneously charged to R&D cost accounts which should have been charged to equipment codes.  These corrections have been reflected in the adjusted totals in the last row of the CPR.
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Contractor:

Fermi National Accelerator Laboratory

Contract Type/No:

Project Name/No:

Report Period:

Location:

Batavia

DZero RunIIb Equipment Master

4/30/2003

5/31/2003

Quantity

Negotiated Cost

Est. Cost Authorized

Tgt. Profit/

Tgt.

Est

Share

Contract

Estimated Contract

Unpriced Work

Fee %

Price

Price

Ratio

Ceiling

Ceiling

1

20,621

0

0

0

20,621

0

0

0

WBS[2]

Current Period

Cumulative to Date

At Completion

WBS[3]

Actual

Actual

Budgeted Cost

Cost

Variance

Budgeted Cost

Cost

Variance

Latest

Work

Work

Work

Work

Work

Work

Revised

Item

Scheduled

Performed

Performed

Schedule

Cost

Scheduled

Performed

Performed

Schedule

Cost

Budgeted

Estimate

Variance

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

1.1 Run IIb Silicon

1.1.1 Sensors

21

24

0

3

24

48

34

0

-14

34

1,688

1,688

0

1.1.2 Readout System

11

-10

0

-21

-10

37

20

0

-17

20

3,490

3,491

0

1.1.3 Mechanical Design and Fabrication

41

32

0

-9

32

64

90

0

26

90

843

843

0

1.1.4 Detector Production and Testing

33

8

16

-25

-8

101

105

20

5

85

1,218

1,218

0

1.1.5 Silicon Barrel Assembly

0

0

0

0

0

0

0

0

0

0

1,950

1,950

0

1.1.6 Monitoring

1

0

0

-1

0

1

1

6

0

-5

84

84

0

1.1.8 Administration

15

19

0

4

19

47

47

0

0

47

466

466

0

WBS[2]Totals:

122

73

16

-48

57

297

298

27

0

271

9,740

9,740

0

1.2 Run IIb Trigger Upgrade

1.2.1 Level 1 Calorimeter Trigger

0

0

0

0

0

0

0

0

0

0

534

534

0

1.2.2 Level 1 Calorimeter Track Matching

8

-3

-17

-12

13

29

14

0

-15

14

266

266

0

1.2.3 Level 1 Tracking

0

0

0

0

0

0

0

0

0

0

395

395

0

1.2.4 Level 2 Beta Processor

0

0

0

0

0

0

0

0

0

0

61

61

0

1.2.5 Silicon Track Trigger Upgrade

3

0

0

-3

0

7

0

0

-7

0

263

263

0

1.2.7 Administration

0

0

0

0

0

1

1

0

0

1

7

7

0

WBS[2]Totals:

11

-3

-17

-14

14

37

15

0

-22

15

1,526

1,526

0

1.3 Online Systems

1.3.1 Level 3 Systems

0

0

0

0

0

0

0

0

0

0

272

272

0

1.3.2 Network and Host Systems

0

0

0

0

0

0

0

0

0

0

531

531

0

1.3.3 Control Systems

1

0

0

0

0

2

1

0

-1

1

226

226

0

1.3.4 DAQ/Online Management

1

1

0

0

1

2

2

0

0

2

21

21

0

WBS[2]Totals:

1

1

0

0

1

4

3

0

-1

3

1,050

1,050

0

1.4 Run IIb Project Administration

1.4.1 FY03 Administration

36

36

21

0

15

140

140

68

0

72

285

285

0

1.4.2 FY04 Administration

0

0

0

0

0

0

0

0

0

0

409

409

0

1.4.3 FY05 Administration

0

0

0

0

0

0

0

0

0

0

423

423

0

1.4.4 FY06 Administration

0

0

0

0

0

0

0

0

0

0

386

386

0

WBS[2]Totals:

36

36

21

0

15

140

140

68

0

72

1,502

1,502

0

Gen. and Admin.

0

0

0

0

0

0

0

0

0

0

0

0

0

Undist. Budget

0

0

0

Sub Total

170

107

20

-63

87

479

456

95

-23

361

13,818

13,818

0

Management Resrv.

6,803

6,803

0

Total

170

107

20

-63

87

479

456

95

-23

361

20,621

20,621

0

*Adjusted Total

170

107

20

-63

87

479

456

380

-23

76

20,621

20,621

0

*$135K of accruals that should have been incurred in the month of May were added to the ACWP and $150K in effort corrections.  The effort correction is reflected in the June report; 

the accruals will be brought up-to-date in the July reporting period.


Table 2:  Silicon, Trigger, DAQ/Online, Administrative Cost Performance Report – Work Breakdown Structure from Cobra.
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