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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model. It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts. The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program; this has led us to pursue a replacement of the Run IIa silicon detector with a new, more radiation-hard version. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the replacement of the D-Zero Run IIa silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status – J. Kotcher

The SVX4 is one of the critical readout elements for the Run IIb silicon upgrade, and we actively expedited the release of the 2nd prototype chip submission.  Due to the unique technical and managerial oversight that CDF collaborators at the Institute of Physics, Academia Sinica in Taiwan bring to this effort, both the CDF and DZero Run IIb Detector Upgrades have opted to place this order through this institution.  Such a foreign order requires proper justification, and much collaborative effort between the Project, FNAL Procurement, the FNAL DOE Area Office, and the DOE Chicago Office has gone in to finalizing this procurement package and getting all necessary approvals and requirements satisfied.  Our efforts to expedite the procurement process have resulted in quite significant success, and the package received all necessary approvals from the Chicago and FNAL DOE Area Offices by the end of the month.  The order was then immediately finalized with the Institute of Physics in Taiwan.  The SVX4 chip remains a critical path item, and we continue to watch its progress closely; no DOE milestones are currently in jeopardy due to its slip from the original forecasted February completion.  We also have every hope that the very strong performance of the initial prototype, coupled with the additional testing time we’ve been able to apply to this first version, will result in a second prototype that can be used in the final detector.  The current scheduled forecast calls for the second prototype chips to arrive June 26, 2003, testing and then releasing the chips for production September 19, 2003, with all production chips in hand and tested on August 3, 2004. The DOE baseline schedule has an additional 4.5 months of slack relative to the current forecast, with the milestone corresponding to all SVX4 chips having been produced and tested occurring on December 21, 2004.  

The Production Readiness Review for the outer layer (layers 2-5) silicon sensors was held on March 6.  The review committee consisted of six silicon experts, with two committee members from the DZero collaboration (including the Chair), two from the CDF experiment, one from CMS, and an outside reviewer from the University of California at Santa Barbara.  A full discussion of sensor characterization studies and specifications; sensor irradiation tests; silicon module readout performance; quality assurance, testing, and associated database issues; and sub-project schedule and manpower needs were discussed.  The review proved to be quite useful, with many practical recommendations having been received by the Committee in their report of March 14.  The final recommendation was that the outer layer sensor order be placed as quickly as possible, while we pursued the other recommendations of the Committee.  This is the largest single procurement for the Run IIb upgrade, for which $1.5M is obligated upon placement of the order.  This procurement, being sole-sourced to Hamamatsu Photonics in Japan, required a level of attention similar to that of the SVX4 order described above.  It, too, was greatly facilitated through close collaboration with the DOE Area Offices, the Projects, and the Fermilab Procurement Department.  In addition, we are preparing for a May 19 submission of the Layers 0 and 1 sensors, which will also be procured from Hamamatu.  Relevant radiation testing and other tests are being completed, and preparations are being made for the Production Readiness Review in April.  The development in other silicon sub-projects – readout system, mechanics and assembly, detector production and testing, and thermal and radiation monitoring – has progressed as well this month, and is described in more detail in subsequent portions of the report below.  The development of other elements for the silicon detector - hybrids, burn-in test stands, carbon fiber cooling tubes for inner layer cooling, hybrid installation fixturing, ground shield laminations,etc. is proceeding well.

The trigger project continues to make excellent progress as well. Most of the design tasks for the Level 1 calorimeter trigger were completed in January, and board layout for the PC boards has been in development during the month of March.  Both the ADC Digital Filter (ADF) and the Trigger Algorithm Board (TAB) layouts are making significant progress.  In addition, a redesign of the Global Algorithm Board (GAB), first proposed last month, has been finalized.  This redesign allows some functions (the Serial Command Link and the VME controls) to be split off to an additional separate board.  The algorithm and interface functionalities are thereby partitioned, with the design and board protocols being simplified in the process.  This redesign has a negligible effect on the cost of the project, but will speed up production of the Level 1 calorimeter trigger since the boards are simpler and can be made and tested in parallel.  A formal internal change control has been processed and signed off on by the relevant project personnel, including Project Management, in order to finalize approval for this change to the design and the schedule.  This change represents the first formal change control for the upgrade trigger project.  Activity in the Level 1 calorimeter trigger remains focused on meeting the mid-July start date for installation of these prototype components in the Movable Counting House in DZero Assembly Building during the summer accelerator shutdown.  This installation will result in an in situ prototype integration test of all major Level 1 calorimeter hardware elements using colliding beam in the fall of 2003. 

Personnel involved in the Level 1 calorimeter/track match completed the implementation of a prototype algorithm into their FPGAs.  In addition, the processing of the MoU between the project and the University of Arizona, the principal institution for the Level 1 calorimeter/track match, was completed.  The Level 1 track trigger and the simulation effort are proceeding according to schedule.  

The online project continues to support the silicon test stands.  Performance of those test stands already delivered and commissioned has been quite reliable, and has required little maintenance or oversight from the online group.  The online personnel have also been continuing their R&D work on computer system infrastructure, in anticipation and support of Run IIb.

III. Project Milestone Summary

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the DOE Project Execution Plan approved in December 2002. The project’s projected dates for achieving the milestones are shown as open diamonds on the same line. Milestones that have been met are shown as solid stars. The silicon, trigger and online milestones are shown separately, with milestones sorted by DOE Milestone date. One milestone in the past has been achieved (silicon prototype mechanical stave); discussion of the release of the L2-L5 silicon sensor order is presented in Section IV.  Forecasts for the remaining milestones are comfortably ahead of the official milestone dates.
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WBS 1.1 Silicon Tracker

Silicon Prototype Mechanical Stave Built 01/06/03 12/18/02 12/18/02 (6) 0 Complete

L2-L5 Silicon Sensors Released For Production 03/24/03 04/01/03 04/01/03 6 0

SVX4 Released For Production 10/20/03 09/19/03 09/25/03 (17) 4

Successful Readout Of Full Silicon Stave 01/29/04 10/17/03 10/17/03 (64) 0

Silicon Module Production Begun 07/15/04 05/17/04 05/21/04 (37) 4

All Silicon Sensors Delivered And Tested 12/09/04 09/08/04 09/08/04 (64) 0

All SVX4 Chips Produced And Tested 12/21/04 08/03/04 08/09/04 (93) 4

All Silicon Hybrids Produced And Tested 03/03/05 11/09/04 11/15/04 (68) 4

Silicon Stave Production Begun 03/08/05 11/22/04 11/30/04 (62) 4

Silicon Module Production And Testing Complete 07/22/05 03/22/05 03/28/05 (82) 4

Downstream Silicon Readout Ready for Installation On Platform 10/25/05 05/18/05 05/24/05 (107) 4

Silicon Stave Production Complete 12/22/05 07/26/05 08/01/05 (100) 4

South Silicon Complete 02/10/06 08/25/05 08/31/05 (106) 4

North Silicon Complete 05/04/06 11/02/05 11/08/05 (117) 4

Silicon Ready To Move To DAB 05/25/06 11/21/05 11/29/05 (119) 4

WBS 1.2 Trigger

L1 Trigger Cal-Trk Match Production and Testing Completed 09/23/04 08/12/04 08/12/04 (29) 0

L2 Silicon Track Trigger Production and Testing Complete 10/17/05 12/08/04 12/08/04 (212) 0

L1 Calorimeter Trigger Production And Testing Complete 01/05/06 03/28/05 04/11/05 (181) 10

L2 Beta Trigger Production And Testing Complete 01/05/06 02/28/05 02/28/05 (211) 0

L2 Trigger Upgrade Production and Testing Complete 01/05/06 02/28/05 02/28/05 (211) 0

L1 Central Track Trigger Production And Testing Complete 01/10/06 03/10/05 03/10/05 (206) 0

L1 Trigger Upgrade Production and Testing Complete 01/10/06 03/28/05 04/11/05 (184) 10

WBS 1.3 Online/DAQ

Online System Production and Testing Complete 10/07/05 06/17/05 06/17/05 (78) 0

status date: 3/31/2003

L2/Director's Milestones vs Current Forecast

(Sorted by L2/Director's Baseline Date)


Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones. Closed (open) diamonds represent baseline (currently forecast) dates. Closed stars represent completed milestones.

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0, 1, and 2 milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report. 
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Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast. Entries are sorted by DOE L2/Director’s Milestone date. Monthly variances are also provided. 

IV. Management Highlights – J. Kotcher

Examination of Table 1 shows that both the silicon and trigger sub-projects have held very well to the schedule this month, with minimal delays relative to the approved February schedule.  The canonical four day monthly variance in the silicon milestones is due to the slight delay in the final submission of the 2nd SVX4 prototype; the ten day variance in the two milestones in the trigger schedule reflects the delay in finalizing the University of Arizona MoU/SoW, which has now been completed.  The Milestone Chart (Figure 1) shows the slack remaining in the Director’s/DOE Level 2 milestones relative to the current forecast.  Considerable slack remains throughout, with the tightest time difference seen for the milestone corresponding to the Level 1 calorimeter/track match.  Most of the loss of the original slack here again corresponds to the time required for completion of the University of Arizona MoU/SoW.  A number of other MoU/SoWs are in preparation, including those for Boston University, Northeastern University, and Columbia University, and SUNY Stony Brook (trigger sub-project) and the University of Washington, Kansas State University, and Rice University (silicon sub-project).  

We have had our Production Readiness Review for the silicon outer layer sensors on March 6.  The Committee had a number of useful recommendations, and our responses are in the process of being prepared.  The Committee signed off on the placement of the order for the outer layer sensors, recommending that this be done as soon as possible.  This was vigorously pursued by the project his month.  While not a formal DOE Level 2 milestone, the placement of the order for the second SVX4 prototype this month represents a major managerial and technical achievement for the project. 

The milestone corresponding to L2-L5 Silicon Sensors Released for Production slipped six days beyond the baseline date (from March 24 to April 1) during the February status period.  There was no additional slippage during the month of March.  Much progress has been made here, and we expect the order to be released in early-to mid-April.  A formal change control with the Laboratory and the DOE Level 2 Project Manager will be processed at that time.   

A formal internal change control for technical/scope changes to the design of the Global Algorithm Board (GAB) was drafted and signed by all relevant parties this month, including the Project Management.  The change results in a splitting off of some of the GAB functionality to an additional board, and results in an overall simplification of the Level 1 calorimeter trigger design.  This change was discussed at length internal to the project as well.  In accordance with our Project Management Plan, since the cost and schedule impact is below the thresholds described therein, the change control requires no formal sign off from either Laboratory Management or the DOE Level 2 Project Manager. 

The Project continues to report its progress against a more aggressive schedule than the baseline schedule.  The Project Support Staff has developed a chart that provides the DOE Run IIb Project Manager with a progress report against the DOE milestones.

V. Procurement Highlights 

Two major procurements made significant progress, and are at or near completion:  the second submission for the SVX4 prototype chips ($87,000), and the outer layer silicon sensor order ($1,500,000).  We expect this latter procurement to be only a few days late.  We continue to work with the FNAL Purchasing Department and the appropriate DOE Area Offices to ensure D-Zero Run IIb requisitions, and particularly those associated with foreign and/or sole-sourced purchases, move smoothly through the full procurement and approval process.  These two purchases were both very successful initial attempts. 

VI. Silicon (WBS 1.1) Schedule and Budget Information – M. Demarteau, G. Ginther

1. Sensors (WBS 1.1.1) – R. Demina, F. Lehner

WBS 1.1.1.1 Probing equipment setup

CINVESTAV probing site setup (1.1.1.1.1.2) is 0% complete. SUNY at Stony Brook probing site setup (1.1.1.1.1.3) is 95% complete – working on implementing the matrix. Probing site certification (1.1.1.1.2.3) is 100% complete for KSU and 95% complete for Stony Brook.

WBS 1.1.1.2-3 Layers 0 & 1 sensors

Irradiation testing (1.1.1.3.3) of Layer 1 prototype sensors is complete and the analysis is 90% done.  Dosimetry calibration concerns are being addressed.  Copper foil exposures are being used as independent cross checks of the delivered irradiation dose.  The agreement between Faraday cup measurements and copper foil counting results at KSU are within 10%.  It has been decided to order both the Layer 0 and Layer 1 sensors from Hamamatsu.

WBS 1.1.1.4 Layer 2 sensors

Analysis of the irradiation results was completed.  Preliminary results show high radiation resilience of L2 sensors.  The Production Readiness Review for L2 sensors took place on March 6.  The committee was satisfied with the sensor performance and recommended the order be placed as soon as possible. Some shortcomings during testing especially after the irradiation were pointed out and are being addressed.   Concerns regarding dosimetry calibration have also been addressed.

2. Readout (WBS 1.1.2) – A. Nomerotski, E. von Toerne

The sign off for the layout of the second SVX prototype has been completed, and the order should go out in early April.  Noise and grounding studies for Layer 0 continue.  Prototypes of L0 hybrids are expected at the end of this month.  The developmental work and layout associated with the second generation hybrid prototypes progresses at a satisfactory rate.  Burn-in test stands are being assembled and work on the large-scale tests (1% and 10% tests) continues.  Many important aspects of power distribution schemes have been addressed during this period; this will allow us to finalize the work on the second adapter card prototype.

3. Mechanics and Assembly (WBS 1.1.3) – W. Cooper, K. Krempetz

The method of turning Layer 0 cooling tubes 180 degrees at z = 0 was re-examined to allow greater clearance for sensor module installation.  Prototype pieces for the turn-around and for coolant distribution manifolds were completed.  Studies were completed to provide improved dimensional precision of ground shield laminations that are integral with the Layer 0 support structure.  The design of fixturing for installing sensor hybrid modules on the Layer 0 and 1 support structures was begun.  Mandrels for fabrication of the castellated Layer 1 support structure were completed and short prototype pieces were fabricated.  The solid model of Layers 0 and 1 was updated to incorporate developments in the designs.

Specifications for procurement of carbon fiber for the stave shells were reviewed and budgetary cost estimates were obtained from potential vendors.  Drawings of fixtures for shell fabrication were revised to improve throughput and to ensure that the fixtures will fit within the space constraints of an autoclave.  Drawings of other fixtures were updated to take into account information gained during the fabrication of prototypes.  Measurements were conducted of stave locating pins in order to fine-tune the fixtures used to position the pins on cores.  Modifications to techniques for leak checking cooling tubes were examined which would allow connecting fittings and tubing to be included in the leak check.

4. Production and Testing (WBS 1.1.4) – J. Fast

The two main focus points for this period have been continued - prototyping of modules and staves and preparations for the start of production in the fall.

The first sets of Layer 0 analog cables were delivered in what we expect to be the final design configuration and we are initiating prototype assembly of these parts.  The new criteria for assembly contain further refinement of mechanical and alignment specifications relative to previous prototypes; these prior generations were intended primarily to address electrical issues.  We are still awaiting prototype hybrids in order to run through the full assembly process.

Much work has gone into more clearly defining our procedures for gluing hybrids to silicon for the Layer 2-5 modules.  One major goal here is to understand whether our production/gluing procedures can be adapted in such a way as to allow us to relax current hybrid mechanical specifications.  This would improve hybrid production yields, and also allow us to broaden the number of available vendors, potentially providing us with fallback options should our current vendor of choice prove unable or unwilling to deliver these technically challenging parts.  The resulting experimentally observed glue coverage for hybrids that are less flat is being fed back into thermal models to understand the impact of this glue distribution on thermal performance.

We completed exercising all stave assembly tools, and procedures for their use are being documented.  The resulting mechanical stave has been thermally tested to evaluate heat transfer from the hybrids to the coolant and will be load tested to verify mechanical performance next month.

In preparation for the arrival of production sensors, we have completed the design of the assembly tooling that will be required for 20cm gang production.  This production will begin in the fall.  The drawings were approved this month and the job submitted for fabrication in the machine shop at Michigan State University.

5. Cylinders (WBS 1.1.5) – W. Cooper, K. Krempetz

Measurement data of the Run IIa support structures were examined to establish the positions of existing attachment balls on Fiber Tracker cylinder 1.  These set the overall lengths of the corresponding structures for Run IIb.  Cylinder fabrication is ongoing.  One end ring assembly has been fabricated, and fabrication of a second is in process.  New bolts, “tee” nuts, and insulating washers for the end ring connections have been designed and are currently being fabricated by an outside vendor.  Procedures to place bearings on stave positioning bulkheads are being refined; we plan to start bulkhead assembly within the next few months.  Finite element analyses of the z = 600 mm bulkhead have been made to aid in understanding the stiffness of the bulkhead under forces parallel to the beam line.  The overall bulkhead thickness has been modified slightly and new parts reflecting this modification are in the shop to be fabricated.

6. Monitoring (WBS 1.1.6) – M. Corcoran, S. de Jong

The front end boxes for the Silicon diode radiation monitoring system have gone through a first cycle of design. Their layout is such that they could be located in either of the two places under discussion: just inside the membrane, or further out along the beam direction. An open issue is the layout of the cooling for the boxes and the mount of the boxes onto this cooling system. A prototype low mass aluminum box has been manufactured and will be transported to Fermilab soon for inspection. The design of the printed circuit inside the box is also ready and release awaits completion of review of the box.

In the past month, the RTD prototype readout module for temperature monitoring has arrived at Fermilab. It has been checked out by Dan Markley and seems to work as expected. A small test stand is ready to be shipped to Rice for RTD testing. A layout of a prototype flex cable is done and has been sent out for quotes. We are still waiting for responses. We should be able to order prototype flex cables soon.

7. Software (WBS 1.1.7 )

In March we started to work on the package for translation of the strip level Monte Carlo information into readout electronics addresses. The format of the Run IIb translation map needed by the package has been worked out and a prototype for one crate was created. The online support group has made substantial progress in implementing the general database design (based upon the ATLAS database) that we intend to use to store test results and track production.

VII. Trigger (WBS 1.2) Schedule and Budget Information – H. Evans, D. Wood

In Level 1 Calorimeter, as the prototype ADF and TAB boards were being laid out, some strategic decisions were taken in March. The Global Algorithm Board (GAB) was replaced with two separate boards which partition the algorithm execution from the interface functionality. The plans for a transition back plane for the ADF system were replaced with the development of a cable harness system to get the BLS signals into the ADF cards.  The GAB change triggered our first formal internal change control for the Trigger Upgrade.

In the calorimeter track match system, and two significant tasks were completed. The prototype algorithm was implemented in FPGA code, and the MOU with University of Arizona was completed and signed. Equipment procurements for this system have been held off waiting for the purchase order from Fermilab to Arizona, but this should move ahead in April.

Other subsystems (L1 tracking, simulation) proceeded according to schedule.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans, P. LeDu

Layout of the ADF board at Saclay is nearing completion and should be completely finished by early April. Production of two PCBs will be launched after the layout is verified - a process which should take only a few days.  

The other board currently under design at Saclay, the SCL interface for the ADF cards, is now well advanced in its design. This is not proceeding as quickly as expected, however, and may put the schedule of the summer integration test at risk. We are therefore exploring several temporary solutions to provide more limited timing information to the ADF cards while still keeping to the summer schedule. A choice will be made among these solutions during the month of April and will be reported in the schedule status report for that month.  

For several months now, the engineers at Saclay have been studying the best way to bring signals from the Calorimeter BLS cards into the ADFs. We have now decided that this is most effectively accomplished using a cable harness that will serve as a patch panel between the currently existing cables from the BLS cards and new, more compact cables that will plug into the back of the ADF cards. This scheme allows us to disturb the routing of the rather fragile BLS cables as little as possible and meets space requirements on the ADF board. Cables and connectors for the new cables have been identified and samples will be ordered soon.

Progress has also been made on online software for the ADF system. A flexible framework for this software has been developed and some of the low-level code has been written. Discussions with experts at MSU have also begun to ensure that this new software interfaces well to the existing Trigger Control Computer.  

At Nevis, layout of the TAB continued through March. Modifications were made to some of the TAB elements to improve the monitoring capabilities of the board. Although this delayed the layout slightly, it was felt that the time lost would be more than made up in the testing phase of the board due to the increased test functionality added to the system. Layout of the TAB is now expected to finish in mid-April, with production to begin after a short verification period.  

Last month, we decided that the TAB-GAB system would be simplified if the old GAB design was broken up into separate boards performing several of its functions. We have now settled upon a scheme for this division, which is described in a D0 change control document. In the new system the VME and Timing (D0 Serial Command Link) functions of the old GAB are put on one 9U VME board, the VME/SCL Interface, and the "trigger" functions of the old GAB are put on a separate board, the new GAB. The design and schematics for the VME/SCL Interface are now finished and the layout of this simple board has begun. It should be ready for production by mid-April. With this new board, testing the prototype TAB will possible on a time scale to allow us to hold to our summer integration schedule.  

We have also received our VME CPU at the end of March. This will allow us to begin development of online control and test software for the TAB-GAB system in April. 

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

At the University of Arizona, engineer Joel Steinberg began work on modifying the design of the MTCxx for the Cal-track match application. Technician Chris Leeman completed work on fitting the L1MU CF05 trigger algorithm into the FPGA to be used for the Cal-track application. This serves as the prototype algorithm for the cal-track trigger. Speed and logic simulations are in progress.  
3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

Gabriel Redner and Meenakshi Narain concentrated on generating the VHDL files for the equations in the 3 lower pt bins. Some work was required to get definitions of geometry and extended pt bins as well figuring out differences between DZero simulation software and firmware. After some checking, these files will be passed along to Shouxiang Wu for integration into the firmware and estimation of the chip resources.  

Shouxiang examined the dynamic road building block diagram (from Jamieson Olsen and Marvin Johnson) for the firmware design. After some discussions, it was found that the design needed to be re-optimized in order to efficiently use the internal memory of the FPGAs. Marvin made a revised version of his design and sent to Shouxiang the last week of March. Shouxiang will look into implementing this scheme. 

4. Trigger Simulation (WBS 1.2.6) – M. Hildreth, E. Perez

For the CTT simulations in March, most of the time was spent in tracking down an insidious bug in the way the geometry is implemented. This is fixed now, so it is now possible to generate events with the as-built CFG geometry. This is starting to be used to optimize the trigger equations. 

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess, P. Slattery
There is very little activity in this area, as most tasks are scheduled for later in the Run IIb project. The only scheduled activity was in support of SiDet test stand operations, which is a long-term "as needed" task. During February there was no demand on the support team, indicating that systems are currently functioning as required.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

SiDet Test stand DAQ support started 1/9/03. This task describes the long term, low-level readout support needs of the 1% Test Stand operation. To date, only minimal effort has been required to assist in operations. No effort was required in March 2003.
2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski

The design for the Online disk storage systems includes a Storage Area Network (SAN) composed of Fibre Channel (FC) disk arrays and FC Host Bus Adapters (HBA) on Linux server nodes. The FC RAID array chosen for R&D analysis was a HP/Compaq MSA1000. To facilitate ease of integration, it was decided to purchase HP/Compaq HBAs. At the time of the HBA purchases, HP/Compaq had not yet officially announced Linux driver support for the devices. When later announced, support was only available for a different model of HBA. The original purchase has been returned for credit and we await delivery of the supported model. 

This confusion in acquiring the correct parts has delayed Task 1.3.2.4.1.4 (Fibre Channel Storage Area Networking Commissioning). Once available, the initial establishment of an operational SAN should be straightforward and immediate (completing 1.3.2.4.1.4). The follow-up task (1.3.2.4.1.5 - Fibre Channel SAN Analysis) allows for various configuration and performance studies and is still expected to finish on the original date; however if the delivery date for the correct parts slips more, this task may slip as well.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko
SiDet Test stand controls system support is a continuing task is for the long term, low-level control system support needs of the 1% Test Stand operation. To date, only minimal effort has been required to assist in operations. No effort was required in March 2003. 

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess, P. Slattery

This task is for the long term, low-level management activities for the DAQ/Online subsystem. There has been minimal effort required in the evaluation of future personnel needs.

IX. Schedule Variance Analysis

Variances are reported against the schedule baseline in Section III on both a monthly and overall basis, and discussed in detail in relevant sections of this report.  As previously discussed, the project held quite well to its schedule this month.  Four days were lost in the Silicon (WBS 1.1) schedule due to the delay in the final submission of the SVX4 chip, and ten days in the Level 1 Calorimeter/Track Match (WBS 1.2.2) schedule due to the delay in the completion of the University of Arizona MoU/SoW required for transfer of equipment funds.  Although it did not result in a schedule variance of any appreciable magnitude, an internal project change control for the design of the Global Algorithm Board (GAB) for the Level 1 Calorimeter Trigger sub-system was initiated by the WBS Level 3 managers, and submitted to and approved by the WBS Level 2 Trigger managers (WBS 1.2) and the Project Management.  The various options were extensively discussed within the sub-project before this specific action was taken.  The process worked quite effectively, helping to ensure that the full set of technical and other options was adequately considered before the final course was chosen.   

Discussion of the schedule with respect to the DOE milestones is contained in Section X below;  the status of cost tracking is included in Section XI.

X. Department of Energy Milestones

The DOE milestone for release of the L2-L5 silicon sensors for production slipped by six days – from March 24 to April 1 - relative to the baseline schedule in February; there was no additional slippage in March.  We anticipate final submission of this order in early- to mid-April, and are preparing to submit a formal change control for this milestone at that time.  There are no additional milestones that were scheduled for completion during the month of March. 

XI. Cost Reports and Cost Variance Analysis

Previous monthly reports have included output from COBRA that contained Cost Performance and Curve Reports, Cost/Schedule Indices, and other information.  The COBRA machinery is therefore functional.  However, upon more detailed analysis of its output and further, more extensive, use of the program this month, we have found inconsistencies and encountered difficulties with its use that are imperative to address before it can be used reliably.  We have therefore opted to remove COBRA information from the report this month until we feel confident in its performance.  

An enormous amount of effort has been invested this month in the Project Office and from the Laboratory (Particle Physics Division (PPD), Office of Project Management Oversight (OPMO)) to debug and understand the COBRA output.  We are also consulting other users here at the Laboratory (i.e., those associated with the NuMI project) in order to learn from their quite extensive experience with the program.  We classify the problems we have encountered into four types:

1. Errors occur when downloading the updated percent complete information from the silicon files.  A fix has been developed by WELCOM, the company responsible for the development and support of COBRA.  Discussions are underway with OPMO and other Laboratory support personnel as to the most efficient means of implementing this patch.

2. The program has been unstable:  multiple running of the same information gives sometimes vastly different results.  This appears to have been caused by a number of things.  COBRA is quite complex to use, and is extremely sensitive to the order in which commands are implemented, etc.  Extensive further training of budget personnel, in close association with WELCOM, is underway to try to ameliorate this problem.

3. Much effort has gone into fully vetting and verifying inputs to COBRA, and its output.  Some problems have been found, and are being addressed.  This is a major task, and must be comprehensively addressed prior to using COBRA each month in a straightforward manner.  We have made much headway, and this effort continues.  

4. The calculation of the Latest Revised Estimate (LRE, or Estimate at Completion (EAC)) does not appear to be consistent.  Much work is going in to understanding this but, to date, explanations from WELCOM do not explain the considerable inconsistencies found.  As we consider this a potentially valuable forecasting tool that might help us to manage the project, we continue to try to make this feature work properly.  We cannot predict at this time if it can be made to work properly, or when.

We reiterate that COBRA must work seamlessly and reliably before it can be used as an effective project management tool.  While we believe it can be a diagnostic program of considerable power, we also think the investment up front in understanding it properly is essential, and well worth the time and effort.  This has occupied much of the resources in the Project Management Office during this month.  As soon as COBRA information is adequately vetted, it will again be included in these reports.  

Other means of tracking the cost of the project indicate that our cost performance is on track.  We use direct access to database information analyzed in EXCEL spreadsheets, which include labor costs, obligations, and direct and indirect costs. We have been tracking R&D and equipment costs in this manner as a means of developing a parallel set of tools for use in COBRA cross checks, and these tools indicate that our cost performance tracks well with our original estimates in the schedule.  We await, however, adequate performance of the Laboratory-wide standard COBRA package for inclusion of budgetary information in these reports.
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