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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program; this has led us to pursue a replacement of the Run IIa silicon detector with a new, more radiation-hard version. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the replacement of the D-Zero Run IIa silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status – J. Kotcher

Integration of the level 1 calorimeter trigger prototype has started in the newly established integration and commissioning area beside the movable counting house at DZero (the “sidewalk”). Full integration tests of all the trigger parts are expected to continue during the accelerator shutdown, ending in fully tested prototypes. Once the prototypes have been tested, any design updates will be incorporated and production started. 

The silicon upgrade is proceeding smoothly and the first batch of outer layer sensors from Hammatsu have been shipped. The inner sensors are on schedule for being ordered the end of August, with a Production Readiness Review being scheduled for early August.

The first electrical prootype stave is being assembled and all planned teststands have been completely assembled and are currently being debugged. The layer 1 cooling tubes are being fabricated and leak tested at University of Washington and FEA analysis on layers 0 and 1 should be completed next month.

III. Project Milestone Summary

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the DOE Project Execution Plan approved in December 2002. Shown as open diamonds on the same line are the project’s projected dates for achieving the milestones. Actual dates of achieving milestones are shown as solid stars. The silicon, trigger and online milestones are shown separately with milestones sorted by current forecast date. Two milestones have been achieved and forecasts for the remaining milestones are ahead of the official milestone dates. 

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report.
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (current forecast) dates.  Closed stars represent completed milestones.
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Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – J. Kotcher

The Production Readiness Review for the inner layer sensors has been scheduled for 8 August 2003, and the associated documentation is under review.

The Level 1 Cal-Track system had a Production Readiness Review on July 30th  and the report is due early next month.

V. Procurement Highlights 

We received a schedule from Hamamatsu for the silicon sensor deliveries. The first batch of 130 wafers that was due the end of July has been received.

The next major procurement, the inner layer sensors, is scheduled for end of August at a total cost of $315k.

VI. Silicon (WBS 1.1) Schedule and Budget Information – M. Demarteau, G. Ginther

1. Sensors (WBS 1.1.1) – R. Demina, F. Lehner

The sensor probing equipment at Stony Brook has been transferred to an enclosed and conditioned clean room. Extensive cross calibration of probing results from the Fermilab, KSU and Stony Brook sites is 100% complete.   Prototype outer layers sensors have been probed at several sites to provide sensors for fabrication of electrical grade staves.

An additional sensor probing facility is being setup at the University of Rochester.  All equipment has been delivered and is commissioned on site.  The Rochester probing setup task is 30% complete.

Training for visual inspection of outer layer sensors at Fermilab is complete.

Three additional prototype layer 1 sensors arrived from Hamamatsu on 16 July, and the first production lot of 130 outer layer sensors was shipped on 31 July.

The Production Readiness Review for the inner layer sensors has been scheduled for 8 August 2003, and the associated documentation is under review. 

2. Readout (WBS 1.1.2) – A. Nomerotski, E. von Toerne

Testing of the new revision (2b) SVX4 readout chips including testing of L0 hybrids stuffed with the new chips proceeded with no problems identified so far. Two more prototype L0 hybrids will be stuffed with the revision 2b SVX4 chips. 200 newly diced chips have been received and 20 more stuffed 10-chip hybrids ordered from NXGen. 

All four hybrid vendors started manufacturing of the pre-production 10-chip hybrids with delivery dates planned for late August  to late September.   The revised artwork for the pre-production L0 hybrids has been completed and reviewed.

The prototype twisted pair cables have been received from the vendor.

The production and testing of the purple cards has been completed.  72 Purple cards were delivered to Fermilab, and 3 functional purple cards were retained at KSU.

Software for the burn-in test stands has been finalized and the burn-in of the existing hybrids started.   The axial modules of the electrical grade stave were installed on the stave core and successfully tested.
The BiRa high voltage boards and pods ordered by CINVESTAV have all been received and testing is in progress.

3. Mechanics and Assembly (WBS 1.1.3) – W. Cooper, K. Krempetz

An initial batch of flex-circuits for layer 0 shielding was received and sent to the University of Washington for evaluation.  Although portions of an alignment feature were etched away during processing by the vendor, the vendor provided extra circuits.  The best of the circuits will be selected for use in prototyping the layer 0 support structures.  An order for flex-circuit jumpers was placed with a second vendor.  Delivery of that order is expected during the second week of August.

The University of Washington continued fabricating L1 cooling tubes and leak testing them with very good results; the efficiency is now better than 90%.  They also continued machining the cooling system components: the L1 cooling tube turn-arounds and caps and a number of nozzles.  They fabricated some tooling for the L1 cooling tubes, a mandrel extraction tool for the cooling tubes and reworked the fixture plate and configured the tool grinder for precision shell cutting.  They encountered a set back when the spindle froze on the CNC mill being used for fabricating cooling system components (turn-arounds, ferrules, etc.).  Following great concern that this was caused by carbon fiber dust a detailed examination by representatives of the mill fabricators showed that the spindle had actually cracked.  A replacement spindle has been ordered (from Japan) with delivery date in August.  By the end of the month they recovered from this and have moved the cooling system component fabrication to another CNC mill that is of equal precision but somewhat slower.  Some reprogramming was required which added some additional delay.

Work continued on a comprehensive report on all FEA analysis on layers 0 and 1 with completion expected by mid August.  There has also been progress on the design of the tooling for assembling the L0 prototype, the design of the tooling for assembly of the L1 prototype support structure, and on the design for the QA/QC tooling to be used for layer 0 and layer 1.  The QA/QC tooling is being coordinated with the assembly tooling.

Long-term layer 2-5 stave creep results suggest that the creep rate may be acceptably low but is still under investigation.  An alternative check with different apparatus was initiated. Fabrication of fixturing through Brown University to allow more rapid fabrication of C-channels was completed.  Inspections of that fixturing were begun and an evaluation of usability will be made shortly.  We received notification that shipment of an autoclave for C-channel production has been delayed until the last week of August.  Sufficient C-channels are on hand for stave prototyping and first article production.  Autoclave delivery should occur early enough that the main C-channel production run would not be affected.

4. Production and Testing (WBS 1.1.4) – J. Fast, C. Gerber

Fabrication of module storage boxes continues to progress.  Brown University has procured the parts for the final 325 boxes for L1-5 boxes and we have received the first 20 assembled boxes at Fermilab this month.  

The first batch of production 20cm gang fixtures has been assembled and certified now and those are being installed on the CMM machines in preparation for the start of production in a little over a month.  The remaining fixture parts are due from the MSU shop in the next week.  Assembly and final quality control will take roughly 1 month to complete based on our experience with the previous set.

During July we began assembly of the first electrical prototype stave.  The axial modules were installed on the stave core and electrically tested with good results.  The stereo modules were installed on the stave core late in the month.  This electrical grade stave will be completed in early August and then will undergo electrical characterization. We continue to produce electrical prototype modules for various electrical testing applications, including a stock of modules for continued production of prototype and pre-production staves.

All planned teststands have been completely assembled and are currently being debugged. The long term tests have been continuously running on a small number of detector modules. The code for simultaneous running of many modules is being tested. Work on the automatic operation of laser teststands and on stave testing is proceeding.

5. Silicon Barrel Assembly (WBS 1.1.5) – W. Cooper, K. Krempetz

Placement of 168 stave locating bearings on the first prototype bulkhead for Z = 0 was completed.  A placement precision with a standard deviation better than 6 microns radially and 6 microns transversely was achieved for all but the first 30 bearings placed.  Those precisions satisfy our design requirements. The pace of work on placement of bearings on the prototype Z = 600 bulkhead has been limited by vacations and the reassignment of critical personnel to accelerator support tasks.  Other SiDet personnel have been assigned and are being trained to continue the work.

.

6. Monitoring (WBS 1.1.6) – M. Corcoran, S. de Jong

The CV curves for six diodes for the radiation sensors have been measured. They all have a similar depletion voltage of about 75 V.  Four diodes have been submitted to a 24 hour 400 V stability test.  Two of them were very stable and had low current. The other two exhibited problems, but it is not yet clear whether the problems are related to the test stand.  This is under investigation, but progress is anticipated to slow due to the (European) holidays. Meanwhile, we are investigating mounting the printed circuit board in the Aluminum box using a glue called. Ablestick. This adhesive has been used in the past and has proven satisfactory.
During July, testing the CTI readout module for the L0/L1 Resistance Temperature Detectors revealed a serious flaw. The lead-resistance compensation basically did not work for one of the four leads (the ground lead of the voltage-sensing lines).  Discussions with the vendor revealed that they had overlooked some modifications to some resistor values when the module was re-engineered. The module was returned to the vendor, and they have promised a speedy repair.

After waiting several months for prototype flex-circuits from Pentaplex, the order has been cancelled. Mike Matulik has located another vendor who can do 36" flexible cables, or longer. The quoted price is very reasonable, but the copper will probably have to be 1/2 oz if we use this vendor. We need to confirm that this is not an issue with respect to radiation length, and we also need to determine whether the material they use for coating is sufficiently radiation hard.

7. Software (WBS 1.1.7 )

Data server web pages are being setup and tested, and data from testing of prototypes is available at those sites.  The database web page has also been setup, and some initial sensor entries have been made.

The activity of the software group was concentrated on firmware and software debugging.  In particular, the firmware for the Sequencer Controller and VRBC has been extensively debugged and finalized at the 1% test stand. The data from 1% test stand was used to debug RunIIb unpacking and histogramming packages.

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

Two important firsts occured in July for the Run IIb trigger system:

The first Production Readiness Review (PRR) was held on July 30th.  This was for the Level 1 Cal-Track system.

The first integration tests of RunIIb Trigger hardware took place on July 29th when the prototype VME/SCL card for the L1 Cal TAB/GAB system was operated with commands from the DZero framework in the newly established integration and commissioning area beside the movable counting house at DZero.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans, P. LeDu

Testing of the prototype ADF card began in July. Basic board communication with VME has been achieved and firmware has been downloaded to the FPGAs. A few minor errors were found with resistor values and an LED orientation, and these were fixed. 

Layout of the prototype serial command link (SCL) card for the ADF system started and finished in July. The boards are being fabricated.

Testing of the TAB prototype continued in July. Gross functionality of all the Sliding Windows FPGAs and the Global FPGA have now been tested. Work continues on running detailed tests of all inter-chip communications. We have also decided to add tests of the input and output channel links on the TAB using a test system at Nevis. These tests will verify that the board is able to successfully receive and send data at the required input/output frequencies and will speed up the integration of the TAB with the ADF and the GAB. It is estimated that these tests will take place throughout the month of August.

At Fermilab, we successfully completed the first stage of the Run IIb L1Cal prototype integration. In this test we verified the ability of the VME/SCL board, used by the TAB/GAB system, to receive input from the D0 Serial Command Link (SCL) Hub. All planned tests were completed successfully, including:

1) synchronization with the VME/SCL board with the SCL clock

2) successful reception of data from the SCL Hub

3) verification that the internal VME/SCL algorithm used to compute the BC number gives the same result as the BC number sent by the SCL. (Note: this algorithm is also used in the TAB and GAB).

On the system software side, work continued at MSU on code for interfacing the L1Cal to the Run IIb Trigger Framework using the new Linux PC received last month.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

At the University of Arizona, a final review of the MTCxx  (trigger card) design modifications was started.  The prototype UFB (trigger flavor board) was fabricated and sent out for assembly. Work continued on software for the new MTT (test card). Documentation for the VME JTAG tester was produced.  

A production readiness review (PRR) was held at Fermilab on July 30th,  chaired by Mike Tuts.  The design of the Cal-Track system was reviewed with particular attention to the parts which differ from the Run Iia L1mu system.  The report of the review committee is expected in early August.

3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

Gabe Redner continued to work with Jamieson Olson on developing test procedures for the DFEA board. Gabe returned to Boston in mid-July to start setting up the test stands there.  Further progress is limited by the expiration of the ALDEC license at Boston University, and a strategy is being developed as to how to run the test stands at BU.

Shoxiang Wu continued work on the layout of the protype DFEA, and this is now about 60% complete.

Four Xylinx Virtex-II XC2V4000 FPGA's were received for the prototype DFEAs.

4. Trigger Simulation (WBS 1.2.6) – M. Hildreth, E. Perez

Tests were made on incorporating real data into the L1CTT simulation. This will give better handles on the effects of detector noise.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess, P. Slattery
Most of the DAQ/Online activity continues to be centered around Run IIa operations, but some preparations and early Run IIb activities are in progress.  End-of-year acquisitions are being made for Run IIa support, but these are being done with an eye towards Run IIb needs – particularly in the area of server systems.  This report will focus on those activities specifically aimed at, or part of the Run IIb schedule.  Other Run IIa activities in the schedule (placed there as a recognition of tasks either as precursors to Run IIb tasks, or as competition for resources) are not explicitly mentioned in this report.

Currently active long-term support tasks required for Run IIb include support of SiDet test stands.  During July there was only a slight demand on the support team, mostly for network security configuration.

There continues to be R&D work on the computing system infrastructure, leading up to the first significant purchase of a Linux server to be employed in Run IIb operations.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

Although strictly a Run IIa Operations task, this item associated with the purchase of Linux nodes for the Level 3 trigger system is a prototype of a task to occur later in the Run IIb schedule.  This specific task is for the creation of a requisition and purchase order for 16 nodes to be added to the current Level 3 farm.  In this task we have followed the activity of the Fermilab Computing Division (CD) farms group in development of specifications, search for qualified vendors, and bids on integrated systems.  We have found our needs to be slightly different, but have used the detailed CD specifications as the basis for generating a D0 requisition.  By the end of July the specifications had been set, but a requisition was not yet generated. The process, to be repeated also in 2004, has been instructive and prepares D0 for a Run IIb purchase in 2005.

SiDet Test stand DAQ support started 1/9/03.  This task is for the long term, low level readout support needs of the 1% and 10% Test Stand operations.  To date, only minimal effort has been required to assist in operations.  Effort continued in July 2003 investigating the creation of an IPSEC based VPN which would allow the SiDet systems to be closely yet securely integrated with the D0 Online computing systems. A FreeSWAN IPSEC server was installed on two test nodes and a VPN created.  Further testing is required before this scheme can be employed at SiDet.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski
.  
During July 2003 we continued to manipulate the configurations of the RAID array, studying schemes for restructuring and resizing.  This Operations task, 90% complete by the end of July, is proceeding in advance of the scheduled server purchases in late CY03.

Configuration and testing on existing servers of the three major functions of the Host systems: DAQ, ORACLE, and file serving began in July with tests of the D0 Online software on a RedHat Advanced Server v2.1 node.  ORACLE was installed in July on a Linux node and is now in continous operation.  File I/O rates have been measured and are adequate for Run IIb needs.  Two of these tasks are expected to conclude in August 2003, with product selection, requisition creation, and purchasing expected by late in CY 2003.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko

SiDet Test stand controls system support started 2/10/03. This is a continuing task for the long term, low level control system support needs of the 1% and 10% Test Stand operations. Effort in July '03 continued on computer security issues, specifically the configuration needed to enable applications at SiDet to communicate with servers within the D0 Online system. 

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess, P. Slatterly

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.
IX. Schedule Variance Analysis

Schedule variances are reported against director’s milestones in section 2. Two milestones have been successfully achieved. All remaining milestones are projected ahead of the DOE baseline dates. Level 2 milestones with significant slippages in the last month are detailed below.

1. D-Zero Run IIb Silicon (WBS 1.1)

1. Successful Readout of Full Silicon Stave (slipped 20 days in the last month).  

This is due to continuing delays in the pre-production readout hybrids. However all four vendors identified to make the pre-production chips have now started manufacturing them and delievery dates are planned for late August to late September. 

Note that this is not a critical path item and we are still comfortably ahead of the baseline schedule date.

2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

1. L1 Calorimeter Trigger Production and Testing Complete (slipped 15 days in the last month). 

This is due to a delay in completing the fabrication of the prototype ADF board and the resulting schedule slip. This has been a continuing source of delay due to lack of manpower and we are keeping our eye on it. Additional manpower and institutions are being brought to bear on the subsequent testing and production of the boards, which will improve the situation once the initial fabrication is complete This is a critical path item for the trigger upgrade.

3.  D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3

X. Department of Energy Milestones


No DOE milestones were scheduled or achieved in July 2003. 

XI. Cost Reports and Cost Variance Analysis

1. Cost Performance Report 

Attached is the Cost Performance Report, which shows the Budgeted Cost of Work Scheduled (BCWS), Budged Cost of Work Performed (BCWP) and Actual Cost of Work Performed (ACWP) at WBS Level 3 for the Total Project Cost. All amounts shown are fully burdened. Costs are shown for the current month, cumulative to date and final project costs.

From this report, the calculated cumulative CPI (BCWP/ACWP) and SPI (BCWP/BCWS) are 1.13 and 1.02 respectively. 

By system, the cumulative SPI for the Silicon system is 0.98 and the cumulative SPI for the Trigger upgrade is 1.5.

Costs in July were estimated using accruals from purchase orders currently in the system.  
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