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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model. It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts. The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program; this has led us to pursue a replacement of the Run IIa silicon detector with a new, more radiation-hard version. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the replacement of the D-Zero Run IIa silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status – J. Kotcher

The SVX4 chip continues to hold our attention. The submission date for the 2nd prototype has slipped in the last month and is now March 28th. While this is a critical path item, and we continue to watch this closely, no DOE milestones are in jeopardy due to this delay. In addition we have every hope that the strong performance of the initial prototype, coupled with the additional testing time we’ve been able to apply to this first version, will result in a second prototype that can be used in the final detector. The current forecast schedule calls for chip submission March 28, 2003, prototype chips arriving June 26, 2003, testing and then releasing the chips for production September 19, 2003, with all production chips in hand August 3, 2004. The DOE baseline schedule has an additional nearly five months of slack relative to this schedule, with the milestone corresponding to all SVX4 chips having been produced and tested occurring on December 21, 2004. We have been working very closely with FNAL Procurement, the FNAL DOE Area Office, and the DOE Chicago Office on finalizing this order and getting all necessary approvals and requirements satisfied, and we have confidence that the new date will not slip.

The Production Readiness Review for the outer layer silicon sensors has been scheduled for March 6. The review charge is attached, and we are fortunate to have a collection of silicon experts on the review committee, including experts from D0, CDF and CMS, as well as an outside reviewer.

The trigger project continues to progress well. Data from the in-situ signal splitter installed in the DZero Assembly Building during the January shutdown is being analyzed to understand the effect of the splitter on noise levels in the calorimeter trigger. Although the Trigger Algorithm Boards (TAB) and the Analog Digital Filter Boards (ADF) schedules are slipping somewhat, there is no impact on the Director’s milestones due to slack in the schedule. In addition, a redesign of the GAB has been proposed, which allows some functions to be split off to an additional board, thereby simplifying the design and some of the functionality and board protocols. This redesign has a negligible effect on the cost of the project, but will speed up production of the L1 calorimeter trigger since the boards are simpler and can be made and tested in parallel. A formal internal change control is being processed to finalize approval for this change to the design and the schedule.

The online project continues to support the silicon test stands. The online group has also been testing a storage area network for the online upgrade; further progress currently awaits the arrival of additional parts that are on order. This delay is being addressed and is not a critical path item. 

III. Project Milestone Summary
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The Committee is requested to review the overall readiness for placing the production 

order for the outer layer sensors for the DZero Run IIb silicon detector.   In particular, the 

project is requesting that the Committee evaluate the following items:

 

 

·

 

Whether the sensor specifications meet the technical requirements for Run IIb, 

recommendi

ng any changes that may be necessary.  This should include a thorough 

review of results from the prototype tests, including those from radiation testing.  

 

 

·

 

The completeness and viability of the quality assurance program the project has in 

place to qualify

 the production

-

version outer layer sensors, including a review of:

 

 

o

 

Soundness of the logistics of the testing and qualification plan;

 

o

 

Technical specifications and criteria for quality assurance;

 

o

 

Adequacy of the resources, both labor and equipment, that ha

ve been 

requested in the project plan for testing and QA.  Included here should be 

an evaluation as to whether the throughput of qualified sensors will be 

adequate to maintain the project schedule;   

 

o

 

The adequacy of the plans for logging data from sensor 

testing.

 

 

·

 

The overall technical readiness for placing the order, and the procurement readiness 

and strategy.  If the Committee has any reservations here, it is requested that they 

describe what additional preparatory work should be done in order to meet pr

oper 

readiness criteria. 

 

 

·

 

The outer layer sensors for both CDF and DZero are being produced in series, on a 

tight schedule, at the same vendor.  The Committee is being asked to provide an 

opinion on whether the resulting vendor load and schedule should be

 of any concern.  

The Committee should also comment, to the extent it is able to do so, on the resulting 

demands on SiDet sensor testing facilities and associated labor that would be required 

in order to maintain the Run IIb schedule. 

 

 

The review date has

 been set for Thursday, March 6 at Fermilab.  As time is particularly 

tight, I would like to ask that the Committee submit a report summarizing their findings 

to me by Friday, March 14.

 

 

Once again, thank you very much.  The contribution of your time and e

xpertise is very 

much appreciated.

 

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the DOE Project Execution Plan approved in December 2002. The project’s projected dates for achieving the milestones are shown as open diamonds on the same line. Milestones that have been met are shown as solid stars. The silicon, trigger and online milestones are shown separately, with milestones sorted by DOE Milestone date. The one milestone in the past has been achieved (silicon prototype mechanical stave) and forecasts for the remaining milestones are comfortably ahead of the official milestone dates.

Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones. Closed (open) diamonds represent baseline (currently forecast) dates. Closed stars represent completed milestones.

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0, 1, and 2 milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report. 
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Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast. Entries are sorted by DOE L2/Director’s Milestone date. Monthly variances are also provided. 

IV. Management Highlights – J. Kotcher

We are preparing for the Silicon Outer Layer Production Readiness Review. The charge is attached at the end of this report. The review agenda can be found at the following url: 

http://www.physik.unizh.ch/~lehnerf/dzero/prr/prr_l2.html

This month a logic error in a task-to-task linkage was found in the schedule. Fixing this problem resulted in a delay of about 8 weeks in the Director’s Baseline Milestone date corresponding to Silicon Module Production Begun. As outlined in the Project Management Plan, this requires a change request to be formally approved by the Fermilab Directorate and the DOE Level 2 Project Manager. This form was presented, discussed, and signed by the relevant parties. A copy of the change request is attached.

The Project continues to report its progress against a more aggressive schedule than the baseline schedule. The Project Support staff has developed a chart that provides the DOE Run IIb Project Manager with a progress report against the DOE milestones.

V. Procurement Highlights 

No major procurements were made this month. Two major procurements we continue to track are the SVX4 prototype chips ($87,000), currently scheduled for March 28, 2003, and the outer layer silicon sensor order ($1,500,000), scheduled for April 1 of 2003. We continue to work with purchasing and the appropriate DOE offices to ensure D-Zero Run IIb requisitions move smoothly through the full procurement and approval process.

VI. Silicon (WBS 1.1) Schedule and Budget Information – M. Demarteau, G. Ginther

1. Sensors (WBS 1.1.1) – R. Demina, F. Lehner

WBS 1.1.1.1 Probing equipment setup

CINVESTAV probing site setup (1.1.1.1.1.2) has not yet begun. The SUNY at Stony Brook probing site setup (1.1.1.1.1.3) is 95% complete – they are currently working on implementing the matrix. A previous so-called “crash” problem was solved, and strip measurements done at Stony Brook and KSU show good agreement. Probing site certification (1.1.1.1.2.3) is 100% complete for KSU and 90% complete for Stony Brook.

WBS 1.1.1.2 L0 sensors

Elma prototype sensors were produced, delivered and probed. Elma sensors suffer from low break down voltage and the number of bad channels is too high. Irradiation testing (1.1.1.2.3) of L0 prototypes is 100% complete. The results show that the sensors perform satisfactory after the irradiation to a dose which is about a factor of 2 higher than expected in Run IIb. Should the sensors be ordered from HPK, the testing will have to be repeated. Drawings for L0 sensors are in progress.

WBS 1.1.1.3 L1 sensors

Elma and HPK prototype sensors were produced, delivered and probed. As was the case for their L0 sensors, Elma L1 sensors suffer from low break down voltage and the number of bad channels is too high. HPK sensors satisfy all the specifications. A problem with the Rpoly measurement has been resolved. Irradiation testing (1.1.1.3.3) of L1 prototypes is complete and the analysis is 50% done. Our primary focus at the moment is refinement of the dosimetry calibration. The plan is to use copper foil as an independent cross-check of the delivered irradiation dose. 

WBS 1.1.1.4 L2 sensors

HPK prototype sensors were produced, delivered. Probing of the sensors is 100% complete. Sensors satisfy all the requirements. Irradiation testing (1.1.1.4.7) of L2 prototypes is 100% complete. Analysis of the irradiation results is complete, but there is a problem with dosimetry calibration and the results might be revisited. Preliminary results show high radiation resilience of L2 sensors. 

2. Readout (WBS 1.1.2) – A. Nomerotski, E. von Toerne

All major parts of the readout chain were prototyped and successfully tested. The design of second prototypes has started with mostly minor design changes. Readout tests with the so-called “Purple Card” and the Stand-Alone Sequencers (SaSeq) were successful. Laser tests of modules confirmed sensor depletion voltages from single-sensor tests. Tests of the full readout chain continue, as do noise and grounding studies for Layer 0. 

The SVX4 prototype tests are done and preparations are being made for the next prototype cycle. The L0 hybrid work continues. The L1 hybrid prototypes were tested, and hybrid fixtures were designed. Studies with the L2 hybrids have progressed well, and the hybrid fixtures were designed. Progress with the digital jumper cables has been excellent. Another vendor was identified who can produce these cables to our specifications at a much lower price. Testing of these cables is progressing well. The first prototype Adapter card has been tested and the design of the second prototype has started, but is currently awaiting additional specifications from the horseshoe design, which will mechanically constrain the design.

In the full-chain readout tests, simultaneous readout of two hybrids at the same time has been achieved in the Purple Card/SaSeq readout chain. Tests of sensor parameters with a laser confirmed the functionality of silicon sensors and independently measured depletion voltage of L1 ELMA sensors. Successful readout of hybrids in readall, sparsified, sparsified+neighbor mode was also accomplished. Test at the full chain test continue to progress. First results look promising, but many details need to be checked.

All cables for the hybrid and module testing test stands have been received. All SaSeqs were received and tested. Two 16-ch Hybrid test stands are ready. Two 32-ch Modules test stands are being assembled, and cooling plates are being machined. All equipment needed for the test stands, including VME backplanes and low voltage power supplies, have been purchased. All PCs and software needed for the test stands have been purchased and delivered to Fermilab. Set up will proceed shortly. In addition, the purchase order for the Bit3 boards needed for the project has been placed. The setup of test stands has been proceeding, and we currently plan to re-utilize existing Run IIa chillers. We have placed the order for one backup chiller for the burn-in test stands, and are investigating which chiller best suits our needs for the stave and L0/L1 assembly test stands.

Our biggest worry is the procurement of the second prototype SVX4 chip. The design work has been delayed considerably compared to the baseline schedule. We anticipate signing off on the new layout early March and expect the order to be placed shortly thereafter. 

3. Mechanics and Assembly (WBS 1.1.3) – W. Cooper, K. Krempetz

Colin Daly, Henry Lubatti, and Joshua Wang (University of Washington) traveled to Fermilab to discuss current details of the design of L0 and L1 cooling and support systems. The meeting was very productive and we identified items in L0 and L1 where modest design modifications could make sensor installation simpler and more reliable. Work to incorporate the modifications in part and assembly drawings began. Mounting of radiation sensors (Sijbrand de Jong, NIKHEF), temperature sensors (Marj Corcoran, Rice University) and cabling from the sensor region to the junction card region were covered during the same meeting. Stave designs were reviewed to assess the implications of different electrical connectors for use in their cabling.

4. Production and Testing (WBS 1.1.4) – J. Fast

The L2-5 module storage box design is complete. A pre-production run of 25 boxes was delivered and assembled. These are in use for prototype module storage and testing. A production run of 300 boxes has been bid and production has been approved.

We have established the electro-mechanical design for the L1 module and have assembled several mechanical grade modules. Minor modifications to the tooling that are desired prior to assembly of electrical grade modules are underway.

The prototype L0 module tooling has been fabricated. Additional tooling features for HV and ground connections have already been incorporated based on early efforts to assemble "pre-prototype" L0 modules for electrical studies. These fixtures will be inspected and assessed using the latest analog cables recently received from Dyconex.

We have assembled electrical grade prototypes of each of the four L2-5 module types. All tooling worked well; alignment tolerances and bonding were very good. The electrical performance of these modules is quite good, with no indications of problems arising from tooling and fabrication methods. Minor tooling modifications have been incorporated into the design to reflect small changes in the electrical and mechanical design of the modules, particularly the grounding and biasing scheme. The 20cm gang tooling, which will also be used to fabricate 10-10 modules, has been approved for production fabrication and that job has been sent to MSU.

The prototype stave assembly tooling is now complete. Final testing of the last piece of this, the C-channel attachment fixture, is underway.

5. Cylinders (WBS 1.1.5) – W. Cooper, K. Krempetz

Implications of changes in stave electrical connectors on bulkhead layouts were examined. Geometries were developed for z = 830 membranes and coolant distribution bulkheads which take into account cable and coolant line paths from the silicon region to the junction card region. Tentative paths and required cable lengths were specified as part of this development.

Concepts for fixtures to install end rings into support cylinders were developed and a prototype fixture was made. Studies regarding the feasibility of precisely positioning stave-locating bearings on bulkheads continued. 

6. Monitoring (WBS 1.1.6) – M. Corcoran, S. de Jong

In February, we finalized the design of the CTI readout module, and Dan Markley prepared a purchase order to have the re-engineering done and procure one module. The order actually will go out in early March. There is a 4-6 week delivery time.

Mike Matulik is working with vendors to find a supplier for the flex cables that will hold the RTDs. The length we need is around 36", a length that many vendors cannot handle. Mike laid out a prototype cable and is finding out which vendors can fabricate it. Tentative locations for the L0/L1 RTDs were decided in December. 

At the beginning of February the position of the radiation monitors was discussed and two possible positions determined. A geometrical design of the front-end cards that is compatible with both positions has been decided on. The mechanical design and electronic layout of these front-end cards is in progress. The approach to the electronics design has been fixed for sometime. After some investigation, the interconnection at the horseshoe was found to need six connectors on either side of the detector, freeing precious space with respect to the present design, which accommodates 12 connectors at either end.

7. Software (WBS 1.1.7 )

The software development for the readout of the silicon is still lagging due to the lack of personnel. That issue has been resolved, however, and we expect a full time person to start working on the mapping and readout software starting in early April. There has been significant progress in using the database for the project.

VII. Trigger (WBS 1.2) Schedule and Budget Information – H. Evans, D. Wood

With major prototype design tasks completed in January, much of the work in February was devoted to board layout. Both the ADF and TAB layouts are making significant progress, but are taking longer than anticipated. The summer ‘03 start of the prototype integration test is a major goal in the calorimeter trigger, and most effort and organizational work is being focused on that goal.

Good technical progress was made on FPGA firmware for the cal-track match trigger and the CTT upgrade. Some effort also went into preparing the MOU's for the University of Arizona and Boston University.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans, P. LeDu

A first placement was made of components for the ADF board at Saclay, but more than half of the decoupling capacitors had to be suppressed on both the FPGA's and the serializers due to lack of space. We also had to place ADCs and amplifiers on both sides of the PCB. We now have something that looks satisfactory and we will start routing the board by mid-March. We continued to write and debug the test software for the ADF prototype and to test/debug parts of the firmware.

We are considering using a VME SBC to control the ADF prototype. A student is now writing the software layer required for that. The VME SBC will be used if the PCI/VME interface is not operational in due time, but it will also be used to control a second ADF prototype at Saclay while the first one is installed at FNAL.

At Nevis, layout of the TAB continued through February. We have been hampered by the fact that the layout and routing tool being used (PADS) is extremely slow for the large number of connections being made on the TAB. Changing the routing of a single line can take the software over an hour to accomplish. Although no fundamental problems have been encountered in doing the layout, the slow speed of the software has caused a delay in this part of the project by an estimated six weeks. We believe that, despite this delay, we will still be able to meet the goal of performing first system integration tests at Fermilab in mid-July.

Prompted by the delays in the TAB layout, we have reconsidered the design of the GAB. Currently, this board performs three separate functions: 1) interfacing to VME, 2) interfacing to the D0 timing and control signals, and 3) communicating L1Cal trigger results to the D0 trigger framework. The first two of these functions are necessary in order to test basic functionality of the TAB. In order to allow this testing to happen as soon as possible, we have decided to split the GAB into three separate boards corresponding to the three functions listed above. This proposal has been endorsed as the most effective way to proceed by the L1Cal group and, subsequently, the D0 Run IIb Project Management. We will formally put the necessary changes into the Run IIb Trigger schedule and submit a Change Control document during the month of March to allow us to properly integrate these changes into the project plan.

Physical issues related to the signal treatment in the analog-to-digital converter and filter card (ADF) simulation have been considered for the L1Cal. Results show good behavior of the finite impulse response filter (FIR) followed by a peak detector for saturated pulses. Two pulses separated by 5- to 6- 132 ns bunch-crossings are distinguishable by the present ADF design. A study of the influence of the white noise on the signals delivered by the ADF, how this evolves when global sums are calculated, and an optimization of the FIR coefficients are in progress.


Finally, analysis of data runs taken with the analog splitter installed in the calorimeter trigger at DZero is underway. Preliminary results on the effect of this splitter on the noise levels in the Run IIa calorimeter trigger are encouraging.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

At the University of Arizona, engineer Joel Steinberg worked on a prototype serial link receiver card using a new equalizer. Should this receiver work we would likely not need the splitter cards to boost the signal on their route from the Collision Hall to the first floor of the Movable Counting House. Technician Chris Leeman continued work on fitting the L1MU CF05 trigger algorithm into one FPGA in Quartus. Erich Varnes continued his simulation work on Higgs decaying to two tau leptons.
3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

L1CTT firmware progress in the last month has been substantial. Boston University Engineer Shouxiang Wu has managed to fit the high PT bin equations in the XCV400 chips and they are 70% full. The associated equation files provided by Liang Han are in the process of being verified. These results are very encouraging. With this level of FPGA occupancy, we can implement the singlet equations for the highest PT bins for the current L1CTT as well.  We will fit the equations for lower PT bins next.

Jamieson Olsen and Marvin Johnson from Fermilab visited Boston University and we had extensive discussions on the dynamic road building method that Marvin has been working on. Recently he did studies which indicate that the efficiency for his method are close to the equation-based method when at least 8 or more hits are required on the track. More work to extend it to very low pT bins is needed. Shouxiang Wu has a version 1 implementation of this scheme. Some details are changing as the scheme develops further, and work will continue during March on evaluation of the dynamic road scheme.

4. Trigger Simulation (WBS 1.2.6) – M. Hildreth, E. Perez

Putting in place the "as-built" CFT geometry has required the modification of several different D0 software packages. The geometry file describing the CFT to the GEANT simulation was updated. Provisions for creating the digitized information for hit fibers were made to support fibers whose physical locations are outside of the GEANT volumes. The offline data geometry representing our best knowledge of the actual fiber positions is now used to generate Monte Carlo hits. The CFT channel map for data is now used for Monte Carlo simulations as well.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess, P. Slattery
There is very little activity in this area, as most tasks are scheduled for later in the Run IIb project. The only scheduled activity was in support of SiDet test stand operations, which is a long-term "as needed" task. During February there was no demand on the support team, indicating that systems are currently functioning as required.

1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

SiDet Test stand DAQ support started 1/9/03. This task describes the long term, low-level readout support needs of the 1% Test Stand operation. To date, only minimal effort has been required to assist in operations. No effort was required in February 2003.
2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski

The design for the Online disk storage systems includes a Storage Area Network (SAN) composed of Fibre Channel (FC) disk arrays and FC Host Bus Adapters (HBA) on Linux server nodes. The FC RAID array chosen for R&D analysis was a HP/Compaq MSA1000. To facilitate ease of integration, it was decided to purchase HP/Compaq HBAs. At the time of the HBA purchases, HP/Compaq had not yet officially announced Linux driver support for the devices. When later announced, support was only available for a different model of HBA. The original purchase has been returned for credit and we await delivery of the supported model. 

This confusion in acquiring the correct parts has delayed Task 1.3.2.4.1.4 (Fibre Channel Storage Area Networking Commissioning). Once available, the initial establishment of an operational SAN should be straightforward and immediate (completing 1.3.2.4.1.4). The follow-up task (1.3.2.4.1.5 - Fibre Channel SAN Analysis) allows for various configuration and performance studies and is still expected to finish on the original date; however if the delivery date for the correct parts slips more, this task may slip as well.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko
SiDet Test stand controls system support is a continuing task is for the long term, low-level control system support needs of the 1% Test Stand operation. To date, only minimal effort has been required to assist in operations. No effort was required in February 2003. 

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess, P. Slattery

This task is for the long term, low-level management activities for the DAQ/Online subsystem. There has been minimal effort required in the evaluation of future personnel needs.

IX. Schedule Variance Analysis

Variances are reported in the schedule reports against milestones, shown in Section II. The milestone for submitting the next prototype SVX4 chip is on the critical path and at risk. We believe we can make up some of the lost time because the chip has been better simulated, which will allow the testing phase to proceed more quickly. This milestone has slipped 22 days in the last month. However, the technical work for the prototype has been completed and the requisition is in hand, so we believe it will not slip further. The SVX4 chip is on the project critical path, and is causing many of the other Director’s Milestones to slip. All those shown as slipping 22 days in the last month can be traced to delay in the chip.

As discussed above, a change control was implemented for the Silicon Module Production Begun milestone. A copy of the change request is attached to this report. The last remaining slippage is due to non-technical issues in the procurement of the silicon sensors. The requisition represents a foreign, sole-sourced procurement, requiring some additional justification before the order can be finalized. This requisition and all supporting documentation are now in hand and we believe there will be no further difficulties. 

In all other cases the project remains ahead of schedule with respect to the DOE milestones, and within baseline cost. Costs summaries to Level 3 are shown in section XI. There are no unfavorable cost variances. 

Cost and schedule variances against the DOE milestones are extracted from the Cost Tables in Section XI and schedule information from Section II and shown here at Level 2. 

1. D-Zero Run IIb Silicon (WBS 1.1)

The Director’s Milestone corresponding to the L2-L5 Sensors Released For Production slid this month past the baseline milestone by six days. As discussed above, this was due to a longer procurement cycle than previously anticipated. We believe that this is now under control and that there will be no further slippage. This is not a critical path item and has not caused any other Director’s Milestones to slip.


There are no other unfavorable schedule variances for WBS 1.1 compared to the DOE milestones. However we note the following monthly forecast variances:

1. SVX4 Released For Production (slipped 22 days in the last month). As discussed above, the requisition for the second prototype SVX4 chip (which this milestone depends on) was delayed firstly for technical and engineering resource reasons, and secondly for issues in the procurement process. The requisition is now in hand and the procurement process is moving ahead. We believe this will not slip further. This item is critical path and is causing the slippage of all the Director’s Milestones that have slipped 22 days in the last 30. However, no DOE milestone is at risk, due to slack in the baseline schedule. In addition, we hope to make up time with a quicker testing turn-around as discussed above.

2. Silicon Module Production Begun (slipped 29 days in one month). This slippage is due to a logic error discovered in the schedule and detailed in the attached change request. 

3. All Silicon Sensors Delivered and Tested (slipped 15 days in one month). This is due to the delay in the outer layer sensor order discussed above. 

2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

There is no unfavorable schedule variance for WBS 1.2 compared to the DOE milestones or for the monthly forecasts. 
3.
D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3.

X. Department of Energy Milestones

No DOE milestones were scheduled or achieved in February. 

XI. Cost Reports and Cost Variance Analysis

1. Cost Performance Report 

Table 2 shows Budgeted Cost of Work Scheduled (BCWS), Budged Cost of Work Performed (BCWP) and Actual Cost of Work Performed (ACWP) at WBS Level 3 for the Total Project Cost. All amounts shown are fully burdened. Costs are shown for the current month, cumulative-to-date, and final project costs.

This month we had technical problems downloading the updated schedule into COBRA, which made the BCWP for both Silicon and Trigger schedules blank even though work was performed. We are working hard to understand the cause of these errors and to fix them. In addition, Actual Costs have not yet been downloaded into COBRA although they are accruing, resulting in an ACWP that is equal to zero. 

The project is showing an overall positive cost variance (column 14) for the above reasons as well. We expect these problems to be repaired in time for the submission of the March report. 
2. Cost Performance / Schedule Performance Indices 

Figure 2 shows the Cost Performance Index, defined as the ratio of the Budgeted Cost of Work Performed to the Actual Cost of Work Performed (BCWP/ACWP), and the Schedule Performance Index, or the Budgeted Cost of Work Performed divided by the Budgeted Cost of Work Scheduled (BCWP/BCWS). We include the information to show that the machinery is in place and is being shaken out; we expect to have fully functional COBRA output for next month’s report. 

3. CURVE Reports

These graphically depict cumulative Budgeted Cost of Work Scheduled (BCWS), Budgeted Cost of Work Performed (BCWP), and Actual Cost of Work Performed (ACWP), at WBS Level 2. 
EAC and CAMEAC are two different methods for estimating the cost to completion for the project. EAC assumes the project will proceed according to the current forecast dates, and CAMEAC assumes the project will proceed according to the baseline schedule. Aside from small changes in the escalation, the total costs are roughly the same. As expected, the profiles of the two estimates differs visibly.
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Table 2: Silicon, Trigger, DAQ/Online, Administration Cost Performance Report – Work Breakdown Structure from Cobra.
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Figure 2: Cost Performance and Schedule Performance Indices at WBS Level 2, and the total.

[image: image6.emf]


[image: image7.emf]


Figure 3: Run IIb D-Zero Detector Project Curve Reports by month for the remainder of FY03.
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The Committee is requested to review the overall readiness for placing the production 

order for the outer layer sensors for the DZero Run IIb silicon detector.   In particular, the 

project is requesting that the Committee evaluate the following items:
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Whether the sensor specifications meet the technical requirements for Run IIb, 

recommendi

ng any changes that may be necessary.  This should include a thorough 

review of results from the prototype tests, including those from radiation testing.  
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The completeness and viability of the quality assurance program the project has in 
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 the production
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version outer layer sensors, including a review of:

 

 

o
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Technical specifications and criteria for quality assurance;
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·
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 been set for Thursday, March 6 at Fermilab.  As time is particularly 

tight, I would like to ask that the Committee submit a report summarizing their findings 

to me by Friday, March 14.

 

 

Once again, thank you very much.  The contribution of your time and e
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much appreciated.

 


[image: image9.wmf]
Figure 4: Run IIb D-Zero Detector Project Curve Reports for the full project duration.
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Charge to Production Readiness Review Committee 
on the Layer 2-5 Sensors 
for the DZero Run IIb Silicon Sub-Project 

J. Kotcher


DZero Run IIb Project Manager


02/25/03


The Committee is requested to review the overall readiness for placing the production order for the outer layer sensors for the DZero Run IIb silicon detector.   In particular, the project is requesting that the Committee evaluate the following items:


· Whether the sensor specifications meet the technical requirements for Run IIb, recommending any changes that may be necessary.  This should include a thorough review of results from the prototype tests, including those from radiation testing.  


· The completeness and viability of the quality assurance program the project has in place to qualify the production-version outer layer sensors, including a review of:


· Soundness of the logistics of the testing and qualification plan;


· Technical specifications and criteria for quality assurance;


· Adequacy of the resources, both labor and equipment, that have been requested in the project plan for testing and QA.  Included here should be an evaluation as to whether the throughput of qualified sensors will be adequate to maintain the project schedule;   


· The adequacy of the plans for logging data from sensor testing.


· The overall technical readiness for placing the order, and the procurement readiness and strategy.  If the Committee has any reservations here, it is requested that they describe what additional preparatory work should be done in order to meet proper readiness criteria. 


· The outer layer sensors for both CDF and DZero are being produced in series, on a tight schedule, at the same vendor.  The Committee is being asked to provide an opinion on whether the resulting vendor load and schedule should be of any concern.  The Committee should also comment, to the extent it is able to do so, on the resulting demands on SiDet sensor testing facilities and associated labor that would be required in order to maintain the Run IIb schedule. 


The review date has been set for Thursday, March 6 at Fermilab.  As time is particularly tight, I would like to ask that the Committee submit a report summarizing their findings to me by Friday, March 14.


Once again, thank you very much.  The contribution of your time and expertise is very much appreciated.
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		EQU		1.2.1 Level 1 Calorimeter Trigger				EAC		11/30/06		527786.11		T

		EQU		1.2.2 Level 1 Calorimeter Track Matching				BCWS		2/28/03		24085.1		T

		EQU		1.2.2 Level 1 Calorimeter Track Matching				BCWS		11/30/06		241074.23		T

		EQU		1.2.2 Level 1 Calorimeter Track Matching				EAC		2/28/03		9492.68		T

		EQU		1.2.2 Level 1 Calorimeter Track Matching				EAC		11/30/06		255240.54		T

		EQU		1.2.3 Level 1 Tracking				BCWS		11/30/06		394853.67		T

		EQU		1.2.3 Level 1 Tracking				EAC		11/30/06		392793.68		T

		EQU		1.2.4 Level 2 Beta Processor				BCWS		11/30/06		61202.44		T

		EQU		1.2.4 Level 2 Beta Processor				EAC		11/30/06		60373.56		T

		EQU		1.2.5 Silicon Track Trigger Upgrade				BCWS		2/28/03		879.76		T

		EQU		1.2.5 Silicon Track Trigger Upgrade				BCWS		11/30/06		262584.07		T

		EQU		1.2.5 Silicon Track Trigger Upgrade				EAC		11/30/06		231942.79		T

		EQU		1.2.7 Administration				BCWS		2/28/03		0		T

		EQU		1.2.7 Administration				BCWS		11/30/06		6893.37		T

		EQU		1.2.7 Administration				BCWP		2/28/03		0		T

		EQU		1.2.7 Administration				EAC		11/30/06		6893.37		T

		EQU		1.3.1 Level 3 Systems				BCWS		2/28/03		0		T

		EQU		1.3.1 Level 3 Systems				BCWS		11/30/06		272013.65		T

		EQU		1.3.1 Level 3 Systems				BCWP		2/28/03		0		T

		EQU		1.3.1 Level 3 Systems				EAC		11/30/06		272013.65		T

		EQU		1.3.2 Network and Host Systems				BCWS		11/30/06		531461.98		T

		EQU		1.3.2 Network and Host Systems				EAC		11/30/06		525131.82		T

		EQU		1.3.3 Control Systems				BCWS		2/28/03		333.88		T

		EQU		1.3.3 Control Systems				BCWS		11/30/06		225948.86		T

		EQU		1.3.3 Control Systems				EAC		2/28/03		333.88		T

		EQU		1.3.3 Control Systems				EAC		11/30/06		225786.75		T

		EQU		1.3.4 DAQ/Online Management				BCWS		2/28/03		332.09		T

		EQU		1.3.4 DAQ/Online Management				BCWS		11/30/06		20668.82		T

		EQU		1.3.4 DAQ/Online Management				BCWP		2/28/03		332.09		T

		EQU		1.3.4 DAQ/Online Management				EAC		11/30/06		20668.82		T

		EQU		1.4.1 FY03 Administration				BCWS		2/28/03		30526.23		T

		EQU		1.4.1 FY03 Administration				BCWS		11/30/06		249845.44		T

		EQU		1.4.1 FY03 Administration				BCWP		2/28/03		30526.23		T

		EQU		1.4.1 FY03 Administration				EAC		11/30/06		252382.73		T

		EQU		1.4.2 FY04 Administration				BCWS		11/30/06		408613.32		T

		EQU		1.4.2 FY04 Administration				EAC		11/30/06		408613.32		T

		EQU		1.4.3 FY05 Administration				BCWS		11/30/06		422951.53		T

		EQU		1.4.3 FY05 Administration				EAC		11/30/06		422951.53		T

		EQU		1.4.4 FY06 Administration				BCWS		11/30/06		385861.5		T
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Title

		Cost Performance Report - Work Breakdown Structure

		Contractor:		{Cont_Name}								Contract Type/No:						Project Name/No:				Report Period:

		Location:		{Cont_Loc}								{Cont_Type}				{Cont_No}		{ProgDesc}				{Pd_Start}				{StatusDate}

		Quantity		Negotiated Cost				Est. Cost Authorized				Tgt. Profit/				Tgt.		Est		Share		Contract		Estimated Contract

								Unpriced Work				Fee %				Price		Price		Ratio		Ceiling				Ceiling

		{Quantity}		{CTC}				{AUW}				{FEE}		{Fee_Percent}		{Targ_Price}		{LRE}		{ShareRatio}		{Ceiling}		{EstCeiling}

		{T1Text}		Current Period										Cumulative to Date										At Completion

		{T2Text}						Actual										Actual

		{T3Text}		Budgeted Cost				Cost		Variance				Budgeted Cost				Cost		Variance						Latest

		{T4Text}		Work		Work		Work						Work		Work		Work								Revised

		Item		Scheduled		Performed		Performed		Schedule		Cost		Scheduled		Performed		Performed		Schedule		Cost		Budgeted		Estimate		Variance

		(1)		(2)		(3)		(4)		(5)		(6)		(7)		(8)		(9)		(10)		(11)		(12)		(13)		(14)






