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I. Project Description

The Tevatron Collider at Fermilab offers a unique capability to elucidate many of the major issues currently facing particle physics. Its high center-of-mass energy and recently upgraded luminosity offer us the capability of shedding light on the Higgs mechanism - which has the potential of offering insight into the origin of mass - and pushing the boundaries of searches for supersymmetry and other new phenomena beyond the Standard Model.  It also makes accessible improved precision measurements of the W boson and top quark properties that, by further constraining the Standard Model, provide increasingly stringent tests of its precepts.  The Tevatron offers the most cogent experimental probes of Standard Model physics, and beyond, during the coming 5+ years.

The Run IIb D-Zero Detector Project has been designed to allow the D-Zero Experiment to continue operating in the high intensity Tevatron environment for the remainder of the coming decade. The integrated exposure of the D-Zero Detector to colliding beam will result in radiation damage to the silicon detector that will compromise its efficiency. Adequate b-tagging is an essential ingredient of the Run II physics program; this has led us to pursue a replacement of the Run IIa silicon detector with a new, more radiation-hard version. In addition, the trigger system must be upgraded in order to provide sufficient rejection and to limit the dead time at the higher instantaneous rates that will be delivered by the Tevatron as the run progresses. The Run IIb D-Zero Detector Project provides for the replacement of the D-Zero Run IIa silicon detector and the upgrade of the D-Zero trigger, DAQ, and online systems in order to enable the continued efficient running of the experiment, and the acquisition of forefront physics data, for the foreseeable lifetime of the Tevatron collider program.

II. Overview of Project Status – J. Kotcher

The outer layer silicon sensor order went out in March and the first 130 sensors are scheduled to arrive during July, with Hammamatsu ramping production up to 400 sensors/month until all 2735 sensors are delivered. Meanwhile work continues on irradiation testing and analysis of prototype inner layer sensors and the current projection for ordering the Layer 0 and Layer 1 sensors is July 14, with a production readiness review in June.

On the silicon readout side, the electronics work is proceeding well, although slightly behind schedule. Analogue cables, layer 0 hybrids and SVX4 chips are all either in hand or close to delivery. Electronics studies are ongoing leading up to production readiness reviews this summer for hybrid production. Work in the mechanical and readout groups is coming together with a common goal of a fully functional pre-production electrical stave this summer.

Silicon data unpacking software, which was delayed for several months due to lack of personnel, is now in debugging stage after locating a dedicated physicist to work on it.

The trigger project continues to progress and we are aggressively pursuing our L1 trigger integration tests this summer, whose goals are to do system tests with the prototype ADF and Trigger Algorithm Boards both using a pattern generator and true calorimeter signals using a splitter card already installed in the D0 experiment. A semi permanent test area is being set up outside the D0 Movable Counting House with connections to the SCL and split data signals. This will allow L1 Cal tests without disturbing Run IIa operations. 

The online continues to support the silicon test stands. Effort in ongoing in testing a storage area network for the online upgrade and is delayed due a delay in software shipment. This delay has been addressed and the software is now here. Note that this is not a critical path item. 

III. Project Milestone Summary

The DOE baseline milestones are shown in Figure 1 as solid diamonds. These fixed milestones are defined in the DOE Project Execution Plan approved in December 2002. Shown as open diamonds on the same line are the project’s projected dates for achieving the milestones. Actual dates of achieving milestones are shown as solid stars. The silicon, trigger and online milestones are shown separately with milestones sorted by DOE Milestone date. Two milestones has been achieved (the silicon prototype mechanical stave) and forecasts for the remaining milestones are comfortably ahead of the official milestone dates. 

Table 1 shows the difference in the current forecast and last month’s forecast for achieving the DOE milestones. This table lists all the approved Level 0-1-2 DOE milestone dates along with the project’s current (and previous month’s) forecast for achieving them. The list is sorted by DOE Milestone date. Milestones with forecast dates that have changed significantly in the last month are discussed in Section IX of this report.
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Figure 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones.  Closed (open) diamonds represent baseline (currently forecast) dates.  Closed stars represent completed milestones.
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Table 1:  Run IIb D-Zero Detector Project DOE Level 2/Director’s Milestones vs. Current Month and Previous Month’s forecast.  Entries are sorted by DOE L2/Director’s Milestone date.  Monthly variances are also provided.

IV. Management Highlights – J. Kotcher

This month we continued to be plagued with COBRA problems and the project office is spending a lot of time and effort reporting bugs in the COBRA accounting package to WELCOM and trying to download the current Microsoft Project file information into COBRA.

Our budget officer quit in frustration and a new, much more experienced, budget officer was assigned to us. An intense effort between the project office and budget officer resulted in a COBRA report that is very close to correct, and is allowing us to understand progess in the project. We hope that by next month’s report, our COBRA reporting will be effortless.

Although we have loaded actual costs into COBRA, we have some problems with the work packages that were set up by the previous budget officer and also in getting workers to report against the correct work package. Fixing these problems will be our focus of management work for next month’s report, so we will understand the actual costs coming from COBRA.

V. Procurement Highlights 

No major procurements were made this month. Major procurements we are tracking are the Layer 0 ($161k) and Layer 1 ($154k) sensors, with a total cost of $315k, currently scheduled for July 14, 2003. These will likely also be ordered through Hammatsu. 

VI. Silicon (WBS 1.1) Schedule and Budget Information – M. Demarteau

1. Sensors (WBS 1.1.1) – R. Demina, F. Lehner

Additional electrical studies of the layer 1 sensors and the associated test structures have been performed in preparation for the inner sensor production readiness review. Analysis of the irradiation test results for sensors and cross checks on the flux normalization via copper foil exposure and counting at KSU has been completed.  Samples of the exposed copper foils have been sent to Fermilab for an independent evaluation of the exposure.

Hamamatsu has provided information on the production schedule for the outer layer sensors.  The first 130 sensors are scheduled to arrive during July, with regular deliveries ramping up to as many as 400 sensors per month until all 2735 outer layer sensors are delivered.

2. Readout (WBS 1.1.2) – A. Nomerotski, E. von Toerne

The second cycle of SVX4 prototype chips were ordered on April 3, and are currently scheduled for delivery to Fermilab in mid-May. 

Prototype layer 0 hybrids are currently being fabricated, and delivery is anticipated in early May. Revised L2 hybrid layouts are being generated, and will be sent out for quotes from several potential vendors in the near future.

New prototype analogue cables (of four different lengths) were received in March.  These cables come in four different lengths, and will facilitate mounting of two sets of L0 modules next to each other on an inner layer test structure.

Revision 2 schematics and conceptual layout for the adapter card and junction card have been finalized and the new layouts are being prepared.

Test equipment for the burn-in stands has arrived and is being tested.

Noise and grounding studies for Layer 0 continue. Testing and prototyping is continuing at a satisfactory rate and we are preparing for a series of production readiness reviews over the summer.

3. Mechanics and Assembly (WBS 1.1.3) – W. Cooper, K. Krempetz

Details of ground shielding for the layer 0 sensors continued to be developed.  Techniques to fabricate castellated cylinders that allow sensor modules to fit into place more reliably were successfully demonstrated.  The development of fixturing for placing layer 0 and layer 1 sensor-hybrid modules continued.  Fabrication of prototype pieces for Layer 1 support structures was completed.  Methods of making ground connections between layers were proposed and tested.  

A purchase order was submitted for procurement of carbon fiber for the stave shells.  An autoclave was ordered for use during stave shell fabrication.  Studies were completed of stave pin positioning fixtures.  The fixtures were sent to a plating shop in order to make small adjustments in their dimensions.  Short-term tests of creep in staves under load were completed.  Long-term creep tests were initiated. Arrangements were made for fabrication of leak checking equipment compatible with the PEEK cooling tubes in staves.

4. Production and Testing (WBS 1.1.4) – J. Fast

Preparation is underway for production of 20cm gangs this fall.  At present, this involves fabrication of L2-5 module storage boxes and continued exercising of tooling and training of staff.

The other major effort underway during this period is the assembly of mechanical prototype staves in preparation for production of the first electrical prototype stave later this summer.   This work is progressing well with no difficulties encountered.  In parallel we are preparing all of the items required for the electrical stave, with most in hand already.  A minor modification to the stave structure was incorporated this month to prevent excess deflection seen in the initial mechanical prototype.  This modification was tested on the initial prototype, which is now performing as predicted.  Tooling to safely incorporate these additional features in the structure was designed for use on the prototypes currently being assembled.

The production group has also been heavily involved in support of the electronic development, particularly in fabrication of L0 test parts.

5. Cylinders (WBS 1.1.5) – W. Cooper, K. Krempetz

Finite element calculations to evaluate the stiffness of the z = 600 bulkheads under the application of forces parallel to the beam line were completed.  Initial bulkhead parts were received which accommodate thicker Rohacell spacers.  Drawings were submitted to the shop for fabrication of the thicker Rohacell pieces.  Cones of the ball connections were inserted into cylinder end rings and load tested.  Improved gluing techniques were developed for the cones.  Pull tests were conducted of screw, tee-nut, cone, and ball connection assemblies.  A base line length for support cylinders was established which matches the length of fiber tracker structures.

6. Monitoring (WBS 1.1.6) – M. Corcoran, S. de Jong

A prototype Aluminum box for the front-end sensor cards for the radiation monitors has been fabricated and sent to Fermilab for inspection by the mechanical design and fabrication managers.  Test diodes to be used as sensors will be diced from the detector wafers that have already been received.  These test diodes will be shipped to Nijmegen for leakage current and stability testing.

The RTD test stand arrived at Rice in late April. We have identified a PC to use with it and are in the process of setting it up.  Prototype flex cables for the RTDs have been ordered.

7. Software (WBS 1.1.7 )

The online support group completed implementation of the first pass of the database that will store test results and track production.  Development of the specifications for the format of data from the sensor probe stations continues.

We put together the first version of the package which packs Monte Carlo data generated for Run IIb geometry into the raw data chunk. We are currently debugging the code. As a result of the debugging, we found some inconsistencies in the crate/VRB to silicon module mapping which needs to be addressed.

VII. Trigger (WBS 1.2) Schedule and Budget Information – B. P. Padley, D. Wood

A change was made in April in the management of the Trigger Upgrade. Paul Padley (Rice University) replaced Hal Evans as Level 2 manager. Evans will continue as Level 3 manager of the Level 1 Calorimeter Trigger upgrade.  This change satisfies a long-standing request from Evans.

1. Level 1 Calorimeter Upgrade (WBS 1.2.1) – M. Abolins, H. Evans, P. LeDu

Layout of the ADF board prototype was completed at Saclay in the first week of May. The final board is a 14-layer class 6 PCB.  We are now verifying the layout and, if everything goes well, we will submit the card for fabrication in mid-May.

Work has also progressed on the lower priority design of the SCL interface card at Saclay. The firmware is now almost complete, but it is not expected that the full board will be ready this summer. Timing signals for the prototype ADF card during the integration test this summer will be obtained either from the VME/SCL Interface card used in the TAB/GAB system or from a reduced version of the ADF SCL interface on a mezzanine card plugged on top of a Virtex II evaluation kit.

Connectors and shells for the cable harness were received at Saclay in April. Some modifications will have to be made to them to allow them to fit into the back of the ADF crate. These modifications are not expected to pose any problems.

On the ADF software side, our VME/PCI interface was repaired by SBS and the necessary layer to run with the ADF software was developed. The ADF control software was improved; it now has a multi-client command interpreter so that the complete ADF system can be configured and controlled remotely. All this code was tested controlling the VHDL model of one ADF card, so it is fairly well debugged.

At Nevis, layout of the TAB prototype was also finished in the first week of May with final verification expected to continue through mid-May.

Design and layout of the VME/SCL interface cards for the TAB/GAB system was finished in April. The board was submitted to the fabricator and should be ready for tests starting in mid-May. Software for these tests, using an SBS VME/PCI interface board, is now being written at Nevis.

Finally, we have begun preparations for the summer integration test by discussing our infrastructure needs with John Anderson and Rich Smith. Anderson's group at Fermilab will set up a Run IIb L1Cal test area on the sidewalk outside of MCH1. They will provide much of the necessary infrastructure such as racks and power/ground connections. The Nevis and Saclay groups will be responsible for prototype boards and crates and any special test equipment needed.

2. Level 1 Calorimeter/Track Matching (WBS 1.2.2) – K. Johns

At the University of Arizona, engineer Joel Steinberg continued work on  modifying the design of the MTCxx for the Cal-track match application. Final checks on the design and layout of the prototype MTFB were performed by Ken Johns and technician Chris Leeman. This board will be sent out for fabrication and assembly in late May.

3. Level 1 Track Trigger (WBS 1.2.3) – M. Narain

During April, Shouxiang Wu worked on the firmware to fit the equations in all four pT bins in the XC2V series chips. He found that the lowest pt bin (1.5-3GeV) equations fit into a xc2v4000, using 65% of the slices. All other 3 bins were fit into another xc2v4000, using 50% of the slices. In principle, this means one can also use one xc2V4000 and one xc2v3000 to fit everything. But this will result in less reserves for possible algorithm changes.

We estimate that the power consumption on 3.3V should be less than 1.5A.

We now need to collect technical layout information about the existing board so that we can start a layout of the prototype with two XC2V4000 chips.

4. Trigger Simulation (WBS 1.2.6) – M. Hildreth, E. Perez

Incorporation of the "as-built" CFT geometry into the simulation was completed.  Several long-standing bugs in the detector simulation code were fixed, which is always a good thing.  Several other bugs in other parts of the code were revealed, but this will prevent us from pressing ahead with our other work.  As far as trigger integration goes, the work there has been getting the Run IIa, Run IIb, and hardware algorithms to agree on a fiber numbering convention.  This should be completed in early May.

VIII. DAQ/Online (WBS 1.3) Schedule and Budget information– S. Fuess, P. Slattery
There continues to be minimal Run IIb activity in this area, as most tasks are scheduled for later in the Run IIb project.  The scheduled activity includes support of SiDet test stand operations, which are long-term "as needed" tasks.  During April there was only a slight demand on the support team, mostly for application configuration.  Additionally there continues to be R&D work on the computing system infrastructure.  The Online/DAQ group is also involved in the continuing operational support of the RunIIa detector.
1. Level 3 Systems (WBS 1.3.1) D. Chapin, G. Watts

SiDet Test stand DAQ support started 1/9/03.  This task is for the long term, low level readout support needs of the 1% and 10% Test Stand operations.  To date, only minimal effort has been required to assist in operations.  No effort was required in April 2003.

2. Network and Host Systems (WBS 1.3.2) – J. Fitzmaurice, S. Krzywdzinski

There has been a continuing R&D activity aimed at demonstrating the operation of a Fibre Channel (FC) Storage Area Network (SAN) in a Linux environment.  An FC disk array has been installed and a FC Host Bus Adapters (HBA) for a Linux node has been installed.  The software driver for the HBA is provided by the vendor for a specific Operating System (OS) version, Red Hat Advanced Server 2.1, which has been identified as the target solution for a high-availability Linux cluster. By the end of April '03 the OS software had not arrived [arrived in mid-May] so the final prototype FC SAN integration was not complete.  This task has a new completion date of 5/23/03.  A following task will advance toward the construction of a full prototype file server system in preparation for scheduled purchases in late CY03.

3. Control Systems (WBS 1.3.3) – F. Bartlett, G. Savage, V. Sirotenko
SiDet Test stand controls system support started 2/10/03. This is a continuing task for the long term, low level control system support needs of the 1% and 10% Test Stand operations. Effort in April '03 centered on computer security issues, specifically the configuration needed to enable applications at SiDet to communicate with servers within the D0 Online system.

4. DAQ/Online Management (WBS 1.3.4) – S. Fuess, P. Slattery

This is a continuing task for the long term, low duty-factor management activities for the DAQ/Online subsystem.  There continues to be a minimal level of effort required to evaluate future personnel needs.

IX. Schedule Variance Analysis

Variances are reported in the schedule reports against milestones, shown in section II. 

The L2-L5 director’s milestone was missed by 3.4w due to unforeseen delays in procurement.

In all other cases the project remains ahead of schedule with respect to the DOE milestones and within baseline cost. Costs summary to Level 3 are shown in section XI. There are no unfavorable cost variances. 

Cost and schedule variances against the DOE milestones are extracted from the Cost Tables in Section XI and schedule information from Section II and shown here at Level 2. 

1. D-Zero Run IIb Silicon (WBS 1.1)

As mentioned above, the Director’s Milestone “L2-L5 Sensors Released For Production” was completed 3.4w after the baseline date. As discussed above, this was due to a longer procurement cycle than previously anticipated. The order is now placed and Hamamatsu has confirmed the schedule for producing and shipping the outer layer sensors.  Missing this milestone has not caused any other Director’s Milestones to slip.


There are no other unfavorable schedule variances for WBS 1.1 compared to the DOE milestones. However we note the following monthly forecast variances:

1. L2-L5 Sensors Released For Production (slipped 11 days in the last month). Discussed above and now a completed milestone.

2. Silicon Module Production Begun (slipped 13 days in one month). This is due to a longer than anticipated time to design the Layer 1 Hybrid because of the slip in the SVX4 2nd prototype chip.  This milestone is now stable.

3. All Silicon Sensors Delivered and Tested (slipped 11 days in one month). This is due to the delay in the outer layer sensor order discussed above. 

2. D-Zero Run IIb Trigger Upgrade (WBS 1.2)

There is no unfavorable schedule variance for WBS 1.2 compared to the DOE milestones. However we note the following monthly forecast variances:

1. L1 Calorimeter Trigger Production and Testing Complete (slipped 35 days in the last month). This is due to delays in the ADF layout and fabrication, which is a critical path item for the trigger upgrade. However, even with this slippage the L1 Calorimeter Trigger and L1 Trigger Upgrade projects complete milestones are nearly 150 days ahead of schedule. Most of the delays with the ADF have been due to lack of engineering and we are addressing that now with several additional University groups getting involved in the ADF testing and production. 

3.  D-Zero Run IIb Online (WBS 1.3)


There is no unfavorable schedule variance for WBS 1.3

X. Department of Energy Milestones

No DOE milestones were scheduled or achieved in February. 

XI. Cost Reports and Cost Variance Analysis

1. Cost Performance Report 

Table 2 shows Budgeted Cost of Work Scheduled (BCWS), Budged Cost of Work Performed (BCWP) and Actual Cost of Work Performed (ACWP) at WBS Level 3 for the Total Project Cost. All amounts shown are fully burdened. Costs are shown for the current month, cumulative to date and final project costs. 

We are doing final work on implementing COBRA, and the current period trigger information for BCWP is not correct.  The entries in the table are not an accurate reflection of the work performed during April 2003.  Looking at the BCWP and BCWS to date we see that for the silicon subproject, the Schedule Performance Index (SPI = BCWP/BCWS) is 0.97.  Gains in 1.1.3 (Mechanical Design and Fabrication, cumulative SPI = 1.87) and 1.1.4 (Detector Production and Testing, cumulative SPI = 1.43) are offset by a lower schedule variance in 1.1.1 (Sensors, cumulative SPI = 0.38) and 1.1.2 (Readout System, cumulative SPI = 0.39). 

The inner layer silicon sensors will likely be ordered a bit later than originally estimated:  late summer instead of the original April forecast. This is not putting any milestones at risk, and we believe it is prudent to be methodical about our requirements and designs, and allow time for an in-depth Production Readiness Review.

As detailed in earlier reports, the SVX4 chip production schedule has been delayed as the second prototype submission has approached.  This is due to both procurement delays and those at the vendor.  The layer 0 hybrid prototypes were also received somewhat late due to a longer than expected delivery time from the vendors.  We have received the prototypes and are testing them now. Delays in the SVX4 also fed into delays in the outer layer hybrids, but with the SVX4 prototype chips in hand, these tasks will also progress. The readout system continues to be on the critical path for the silicon detector due to the SVX4 delays and we are closely scrutinizing its progress on a weekly basis. 

For the trigger, the cumulative SPI is 0.54.  This is driven by lack of progress on 1.2.5 Silicon Track Trigger, work being performed by Boston University. This work has been held up because of delays in signing the MoU/SoW and thus authorizing spending equipment funds.  The MoU/SoW will be signed off on in a matter of days, and progress will begin on these tasks.

The overall cumulative project SPI = 0.86. This progress is reasonable progress but we would like to proceed at a more rapid pace.  Closer monitoring of the sub-projects, particularly of the work in the front end of the Level 1 Calorimeter Trigger, is underway.

The loading of Actual Costs into COBRA is in its final stages.  Until final cross-checks have been done, however, we defer discussion of these actuals until next month’s report.
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Table 2: Silicon, Trigger, DAQ/Online, Administration Cost Performance Report –  Work Breakdown Structure from Cobra
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